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Abstract

Background: Despite the availability of effective treatment, the control of hypertension remains insufficient. Telemonitoring in the management of hypertension would be an effective way to improve blood pressure control.

Objective: The aim of our study will be to evaluate the effects of telemonitoring with antihypertensive treatment titration on blood pressure control in Tunisian patients with hypertension.

Methods: Our trial will be a prospective, rater-blinded randomized controlled trial carried out with primary care physicians in the Sahel region of Tunisia. Patients will be eligible for enrollment if they are aged over 35 years, are newly diagnosed with hypertension, or are known to be poorly controlled on antihypertensive therapy. Participants will be randomly assigned in a 1:1 ratio to the telemonitoring arm or usual care arm. The telemonitoring arm will involve a weekly telephone call for the collection of the home blood pressure measurements, therapeutic education, and treatment compliance assessment as well as a monthly call for treatment titration and a side effect check. Randomization will be done via the use of an interactive web responsive system, and patients will be stratified by investigation center. Neither participants nor investigators will be masked to the group assignments. The primary outcome will be the change in mean 24-hour systolic blood pressure from baseline to the 6-month follow-up in the 2 groups. All randomized patients who attend the follow-up visit at 6 months and have no missing data for the primary outcome will be included in the analysis.

Results: Recruitment to the trial started in July 2020. The study was initiated with 17 primary care physicians. We expect the inclusion period to last for approximately 6 months. We expect to complete data collection by the end of 2021 and plan to disseminate the results subsequently.

Conclusions: The HOROSCOPE (Home Telemonitoring of Arterial Hypertension With Antihypertensive Treatment Titration: Randomized Controlled Prospective Trial) study will provide important new evidence that could shed some light on the feasibility and impact of telemonitoring and self-monitoring in a Tunisian population of patients with hypertension who consult primary care physicians.

Trial Registration: ClinicalTrials.gov NCT04607239; https://clinicaltrials.gov/ct2/show/NCT04607239
International Registered Report Identifier (IRRID): DERR1-10.2196/26184

(JMIR Res Protoc 2022;11(3):e26184) doi:10.2196/26184
Introduction

Background

Hypertension is one of the main risk factors for cardiovascular disease and the leading cause for global morbidity and mortality [1,2]. Despite the availability of effective treatment, the control of hypertension remains insufficient [3]. It has been suggested that self-monitoring in the management of hypertension is an effective method of improving blood pressure control [4,5]. Nevertheless, isolated self-monitoring has not been associated with better blood pressure control; it would be more beneficial if it was used in combination with other interventions, such as integrating primary care physicians in a telemonitoring approach. Despite conflicting evidence, a Scottish study involving general practitioners reported a significant reduction in blood pressure over a period of 6 months [6]. Furthermore, telemonitoring could help physicians with antihypertensive treatment titration [7], as shown in another trial (TASMINH2 [Telemonitoring and/or Self-monitoring of Blood Pressure in Hypertension 2]), which demonstrated that the telemonitoring with home titration group had lower blood pressure than that of the usual care (control) group after 12 months [8]. Moreover, a recent study (TASMINH4 [Telemonitoring and/or Self-monitoring of Blood Pressure in Hypertension 4]) aimed to determine whether telemonitoring resulted in a lower blood pressure by comparing it to usual care (control) and self-monitoring only [9]. The trial was a parallel randomized controlled trial that was conducted with 142 general practitioners in the United Kingdom and included patients who were hypertensive, aged over 35 years, had a blood pressure of >140/90 mm Hg, and were willing to self-monitor their blood pressure. A total of 1182 patients were randomly assigned to blood pressure self-monitoring (self-monitoring group: n=395), blood pressure self-monitoring with telemonitoring (telemonitoring group: n=393), or usual care (control group: n=394). After 12 months, patients’ systolic blood pressure (SBP) was lower in both the self-monitoring and telemonitoring groups compared to that of the usual care group (mean 137, SD 16.7 mm Hg and mean 136, SD 16.1 mm Hg vs mean 140.4, SD 16.5 mm Hg, respectively). No statistically significant differences between the self-monitoring and telemonitoring groups were recorded. This study showed that self-monitoring, with or without telemonitoring, can be used to guide the titration of antihypertensive medicines in primary care. The observed drops in blood pressure in this study indicated an approximate 20% and 10% reduction in the risk of stroke and coronary heart disease, respectively [9]. The results of this study deserve to be confirmed, especially since this study’s approach can be economically interesting [10] in the context of a resource-limited country with failing health economics. It would be of great use to evaluate this approach with general practitioners in Tunisia—a country in which the prevalence of hypertension in urban areas is significantly greater than that in rural areas (P<.001) and only 38.1% of patients with hypertension are aware of their hypertension [11].

Research Questions

The aim of the HOROSCOPE (Home Telemonitoring of Arterial Hypertension With Antihypertensive Treatment Titration: Randomized Controlled Prospective Trial) study is to demonstrate the impact of telemonitoring on blood pressure control among patients with hypertension.

The trial will address the following three main research questions: (1) does telemonitoring improve treatment compliance and blood pressure control in newly diagnosed or poorly controlled patients with hypertension, (2) does telemonitoring improve patients’ quality of life, and (3) does telemonitoring reduce the incidence of cardiovascular complications?

Methods

Study Design

Our trial will be a multicentric, rater-blinded, prospective randomized controlled trial. The allocation ratio between the intervention and control group will be 1:1. Randomization will be done via the use of an interactive web responsive system, and patients will be stratified by investigation center. Neither participants nor investigators will be masked to the group assignments. However, the cardiologist, who will interpret the results of the primary outcome, will be blinded.

The study is expected to last for an overall duration of 12 months (from the first patient who is enrolled to the last patient who completes the trial). The recruitment period will last for 6 months, and the follow-up interval will be 6 months.

Participants

Patients with hypertension will be recruited from consultations with primary care general practitioners in the central region of Tunisia. The inclusion and exclusion criteria are outlined in Textbox 1.
Textbox 1. Inclusion and exclusion criteria for the HOROSCOPE (Home Telemonitoring of Arterial Hypertension With Antihypertensive Treatment Titration: Randomized Controlled Prospective Trial) study.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aged ≥35 years old</td>
</tr>
<tr>
<td>Newly diagnosed hypertension</td>
</tr>
<tr>
<td>Poorly controlled hypertension</td>
</tr>
<tr>
<td>One single blood pressure value outside the expected range will not be taken as a definitive indicator of clinical deterioration</td>
</tr>
<tr>
<td>Blood pressure should be &gt;140/90 mm Hg at screening for at least 2 visits to allow the inclusion of a patient</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orthostatic hypotension</td>
</tr>
<tr>
<td>Chronic renal failure (serum creatinine level: &gt;200 µmol/L)</td>
</tr>
<tr>
<td>Acute coronary syndrome, coronary revascularization, or stroke within the past 3 months</td>
</tr>
<tr>
<td>Known secondary causes of hypertension</td>
</tr>
<tr>
<td>Pregnancy</td>
</tr>
<tr>
<td>New York Heart Association Class III or IV heart failure or left ventricular ejection fraction of &lt;30%</td>
</tr>
<tr>
<td>Dementia or any other cause that could prevent the implementation of remote monitoring (telemonitoring)</td>
</tr>
</tbody>
</table>

Recruitment, Screening, and Informed Consent Procedures

Participants will be recruited directly from primary health care centers by general practitioners. Participants will be included during their visit to the outpatient clinic after the verification of their eligibility criteria. When patients meet the eligibility criteria, the investigator will provide them with a study information sheet. Patients showing interest in taking part in the study will be included.

Material compensation will not be offered for participating in the study. Potential participants will be informed about the scientific benefits of their participation and will not be offered any other incentives. In order to obtain informed consent, the investigator will inform the participants about the possible benefits and potential side effects of participating in this study as well as the study duration. Patients will also be informed that their participation will be strictly voluntary and that they can withdraw from the study at any time without stating any reason. They will also be informed that withdrawing from the study will not affect subsequent medical assistance and treatment. Participants will be advised that their personal data will be used by other authorized health care professionals other than their treating physicians as part of the clinical trial. They will be given sufficient time to reflect extensively on their participation decision. The informed consent form will be signed and dated by the investigator following the signature of the participant. The consent form will be retained as part of the study records. A signed copy will be provided to each study participant. Overall patient flow throughout the study is depicted in Figure 1.
Sample Size
A sample size of 199 subjects per group is required for 80% power, assuming a mean difference in the reduction of SBP of at least 5 mm Hg between the two study groups and an SD of 15 mm Hg. Considering a patient dropout ratio of 15%, the study will need to recruit 230 subjects in each group.

Baseline and Follow-up Clinic Examinations
Patients will undergo an initial baseline clinic examination, during which clinical measurements, demographic data, and past medical histories will be collected and electrocardiogram exams and biological examinations will be conducted. A validated blood pressure monitor (ROSSMAX X3; Rossmax Swiss GmbH) will be used for blood pressure measurements. After 1 month, a satisfaction questionnaire—the Medical Outcomes Study Short Form-12 questionnaire [12]—will be completed by participants, so that we can assess their quality of life.

Twenty-four-hour ambulatory blood pressure monitoring (ABPM) will be performed for all included patients to analyze their blood pressure profiles through the use of a Holter monitor (Contec ABPM 50; Contec Medical Systems). Ambulatory blood pressure measurements will be scheduled to acquire a blood pressure reading every 30 minutes from 6 AM to 10 PM and every 60 minutes from 10 PM to 6 AM. The cuff will be placed on participants’ nondominant arms. Of the 48 possible measurements, at least 32 (67%) must be available. Otherwise, ABPM will be repeated. The Holter monitor must not get wet (eg, via a swimming pool, bath, or shower), and usual activities must be maintained. After installing the Holter monitor, study participants can return to their usual activities. They will be invited to return to the clinic 24 hours later, so that we can collect the data from their monitors. The results will be interpreted by a cardiologist.

Randomization will take place 1 month after participants’ inclusion, that is, after the collection of at least 32 interpretable ABPM measurements. All patients will be asked to attend 2 follow-up clinics within 6 months. The clinical follow-up data to be collected are detailed in Table 1.
Table 1. Timetable for patient data collection throughout the trial.

<table>
<thead>
<tr>
<th>Collected data</th>
<th>Baseline (inclusion visit)</th>
<th>After 29 days (1 day prior to the randomization visit)</th>
<th>After 3 months (follow-up visit 1)</th>
<th>After 6 months (follow-up visit 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sociodemographics</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Past medical history</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical examination(a)</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biological tests(b)</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECG(c)</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SF-12(d)</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABPM(e)</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment compliance</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Side effects</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

\(a\) The clinical examination will mainly include the assessment of blood pressure (systolic and diastolic blood pressure), BMI, and heart failure New York Heart Association stage.

\(b\) Biological tests will include those for serum creatinine, glycemia, lipid profiles, and brain natriuretic peptides.

\(c\) ECG: electrocardiogram.

\(d\) SF-12: 12-Item Short Form Survey.

\(e\) ABPM: ambulatory blood pressure monitoring.

Randomization

Patients who meet the eligibility criteria will be randomly assigned to either of the study groups in a 1:1 ratio via the use of an interactive web responsive system.

The study groups are as follows:

- Usual care group (control group): patients in this group will receive their antihypertensive treatment according to the usual approach during each consultation appointment made with the attending physicians.

- Telemonitoring group (intervention group): patients in this group will receive their usual care along with at-home self-monitoring, telemonitoring, and the titration of antihypertensive treatment.

Intervention

**Control Group**

Participants randomized to the control group will receive usual care (ie, physician visits every 3-6 months and therapy according to standard treatment guidelines). In contrast to the intervention group, control group participants will not receive phone calls for therapeutic education, a treatment compliance assessment, treatment titration, or a side effect check. In cases of any worsening symptoms, patients will have to contact their general physician individually and independently.

**Intervention Group**

Participants randomized to the intervention group will receive therapeutic education, including information on diet, sleep, physical activity, and other lifestyle advice, from the research associate. Patients will also be provided with a validated blood pressure monitor (ROSSMAX X3), and they will be taught how to use the blood pressure monitor at home. Patients will be asked to measure their blood pressure 3 times in the morning and 3 times in the evening for 3 days per week.

Once per week, the research associate will call the patients to check their treatment compliance and verbally collect the blood pressure measurements. Compliance evaluation will be conducted by asking the patients whether they have been taking their medication correctly every day on time for the past week. Patients will be asked to keep their empty treatment boxes. The remaining pills will be counted, and patient compliance will be assessed. The research associate will also remind patients about lifestyle and dietary measures. Subsequently, the research assistant will fill in the data entry fields in the electronic platform, which can be checked and validated by the investigators. Patients will be contacted every month via telephone by their attending physician for 6 months to titrate the antihypertensive treatment according to the data collected by the research associate. At day 90 and day 180, the medical visit will be conducted face-to-face. For the titration of antihypertensive medicines, the decision criterion will be the percentage of home blood pressure readings that meet the target. If at least 75% (375/500) of the readings since the last visit meet the blood pressure target, no changes in treatment will be considered. If less than 75% (375/500) of the readings meet the target, we will recommend readjusting the treatment. During the telephone follow-up calls, physicians will encourage participants to adhere to the treatment. Regardless of blood pressure control, if patients experience side effects, the involved antihypertensive drug will be stopped or changed, or its dose will be reduced.

**Target Blood Pressure**

The target blood pressure will be based on the 2018 European Society of Cardiology and European Society of Hypertension Guidelines [13].
The home blood pressure target will be ≤135/85 mm Hg, and the general practitioners’ office blood pressure target will be ≤140/90 mm Hg. The mean ambulatory blood pressure targets will be ≤135/85 mm Hg at daytime, ≤120/70 mm Hg at nighttime, and ≤130/80 mm Hg for 24 hours.

**Statistical Analysis**

Categorical variables will be expressed as frequencies and percentages, while continuous variables will be expressed as means with SDs. An analysis of variance will be performed to compare the two study groups in terms of the primary end point. The normality of continuous data will be assessed with the Shapiro-Wilk test. Furthermore, we will use a general linear model for repeated measures to compare the marginal means of Gaussian quantitative dependent variables before and after the intervention (a Bonferroni test will be considered). A nonparametric test (the Friedman test) will be used for the comparison of non-Gaussian quantitative variables before and after intervention. The Cochran Q test will be performed to compare binary dependent variables before and after intervention. Subgroup analyses will be performed by age (<65 years and ≥65 years), sex, and the severity of hypertension. Differences between continuous variables will be evaluated with a 2-tailed Student t test or by its correction, as appropriate. The differences among the categorical variables will be evaluated with the Pearson chi-square test. All tests will be considered significant at the cutoff value of \(P<.05\).

Data will be collected via an electronic data capture system (Dacima Clinical Suite; Dacima Software Inc) that is compliant with international data security requirements (ie, those of the US Food and Drug Administration [FDA] Title 21 of the Code of Federal Regulation [CFR], part 11; Health Insurance Portability and Accountability Act [HIPAA]; International Council for Harmonisation of Technical Requirements for Pharmaceuticals for Human Use [ICH]; and General Data Protection Regulation [GDPR]). Dacima Clinical Suite is authorized by the local body of personal data protection. The electronic case report form will be used to perform quality checks on the data (checks on simple controls [eg, range check], eligibility criteria, and complex controls) to increase the accuracy of the data. Double data entry will not be scheduled, as data will be directly captured in the electronic data system. Investigators and research assistants will use monitoring data tools as an audit trail for tracking the data modification log, data queries, and electronic signatures. Research assistants will use source document verification tools to ensure the accuracy of the collected data. Automatic alerts will be implemented to notify the responsible investigator about any data or protocol violations.

Participants who do not have data on the primary outcome at the 6-month follow-up assessment will be labeled as those who are missing data for the primary outcome at this time point. A further sensitivity analysis will include participants with 1 missing measurement. The frequency (percentage) of losses to follow-up (defaulters and withdrawals) after 6 months will be reported by randomized group and compared between the two groups. The availability of the outcome data for the primary and secondary outcomes will be summarized for the two randomized groups. The mixed-effects model implicitly accounts for data missing at random; however, the missing data mechanism will be explored. A logistic regression model will be used to explore any associations between baseline characteristics and the availability of data on the primary outcome. Any changes to the assumptions made in the primary analysis (ie, data missing at random) will be considered in a sensitivity analysis.

**Outcomes**

**Primary Outcome**

Our primary outcome will be the percentage of patients who exhibit a change of 10 mm Hg in average 24-hour SBP from baseline to the 6-month follow-up.

**Secondary Outcomes**

The following will be our secondary outcomes:

- The percentage of patients who exhibit a change of 5 mm Hg in average 24-hour diastolic blood pressure from baseline to the 6-month follow-up
- The percentage of patients who exhibit a change of 10 mm Hg and 5 mm Hg in average 24-hour blood pressure from baseline to the 6-month follow-up
- The change in blood pressure load (Textbox 2) percentages from baseline to the 6-month follow-up
- The change in dipping (Textbox 2) percentages from baseline to the 6-month follow-up
- The percentage of patients taking more than 80% (400/500) of the antihypertensive medications at the 6-month follow-up
- The percentage of patients with changes in mean 12-Item Short Form Survey scores from baseline to the 6-month follow-up
- Clinical outcomes, including hospitalization rates and emergency room admissions related to high blood pressure, adverse effects, or other reasons

**Textbox 2. Blood pressure load and dipping definitions.**

**Definitions**

- Blood pressure load: the percentage of abnormally elevated blood pressure readings, which is usually provided in the ambulatory blood pressure monitoring report. Normal values should be <40% [14,15].
- Dipping: the difference between the mean systolic pressure during the day and mean systolic pressure during the night. This is expressed as a percentage of the daytime mean, and the accepted normal ranges between 10% and 20% [16].
Ethics and Dissemination

Full ethical approval for the trial was obtained from the local ethics committee of Monastir University of Medicine (reference number: IORG 0009738 N° 50/098060279). The study is registered on the ClinicalTrials.gov registry under the identifier NCT04607239.

The electronic data capture system that was provided to the study is compliant with confidentiality requirements (ie, those of the US FDA Title 21 of the CFR, part 11; HIPAA, ICH; and GDPR), and local regulatory authorization was obtained before starting the project. Personal data that are not relevant to the study will not be collected. Other personal data will be secured by obtaining specific rights for their use in follow-up monitoring only. Investigators and research associates will sign a confidentiality agreement before starting the project.

The final data set will be extracted from the electronic data capture system along with anonymized personal data. The primary investigator will be responsible for access to the final data set for medical writing purposes. The Contract Research Organization team of Dacima is authorized to access the final data set to program statistical analyses and provide the final results of the project according to the statistical analysis plan. The primary investigator will be responsible for reviewing the data analysis and validating the final clinical study report.

Results

Recruitment to the trial started in July 2020. The data collection period is expected to last for approximately 12 months (from the first patient who is enrolled to the last patient who completes the trial). The length of the study per patient will be 6 months. We expect to complete data collection by the end of 2021 and plan to disseminate the results subsequently.

Discussion

Study Contributions

This paper describes the protocol for the HOROSCOPE study—a randomized controlled trial that will assess the impact of telemonitoring on the control of blood pressure. To our knowledge, this will be the first Tunisian study to compare telemonitoring to usual care in terms of the control of blood pressure. If telemonitoring is found to be successful, we will extend the study to other investigation centers throughout the Tunisian territory. We can, in the future, develop connected electronic devices that can send the results of blood pressure measurements directly to doctors.

Strengths and Limitations

Randomized controlled trials are considered the “gold standard for evaluating the efficacy of different interventions in clinical research and constitute evidence for medical treatment” [17]. By conducting such a trial and ensuring internal validity, we will maximize the robustness of our study.

A possible limitation is that enrolled patients may greatly vary in terms of their clinical profiles. In addition, subjects may feel overloaded by the daily measurements and questionnaires that need to be answered, which could result in dropouts. Another possible limitation is that the study population may not represent the overall Tunisian population.
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Abstract

Background: Adolescents contribute slightly less than one-third of all new HIV infections in sub-Saharan Africa. There is a need for more effective intervention approaches to help young adolescents safely navigate through adolescence and into adulthood. We are assessing the efficacy of Tumaini, a smartphone game designed to prevent HIV among young Africans. Against the background of COVID-19, meaningful alteration of the research protocol was necessary to ensure successful implementation and retention of the study participants in ongoing research.

Objective: The objective of our protocol is to determine (1) if Tumaini delays sexual debut and increases condom use at first sex and (2) whether it influences behavioral mediators of early and unprotected sex.

Methods: Participants were recruited from Kisumu County in Western Kenya. This study is a 2-arm, individual-randomized controlled trial that enrolled 1004 adolescents aged between 12 years and 15 years. The intervention arm participants are playing Tumaini, while the control arm is provided with Brainilis, a commercially available control game. The study period will last 45 months. At baseline, participants in both arms completed a baseline survey and biological testing for HIV and herpes simplex virus, type 2 (HSV-2); participants will have annual game play periods in years 1-3. They will also complete a total of 12 follow-up surveys. At endline, repeat biological testing will be conducted. Protocol adaptations were necessitated by the COVID-19 pandemic and implemented in accordance with local public health guidelines.

Results: Participants were enrolled between October 2020 and November 2020. We plan to complete study procedures in September 2024. The enrolled participant sample was 50.1% (499/996) female and had a mean age of 14.0 (SD 0.6) years.

Conclusions: This ongoing research demonstrates that, with appropriate revisions to planned protocol activities guided by the need to maintain study integrity, protect both study participants and staff, and adhere to institutional review board and local health authority guidelines, human subject research is possible in the context of a global pandemic. If the trial demonstrates efficacy, Tumaini would provide an alternative, remote means of delivering age-appropriate education to adolescents on safer sex, HIV prevention, and effective life skills on a highly scalable, low-cost, and culturally adaptable platform.

Trial Registration: ClinicalTrials.gov NCT04437667; https://clinicaltrials.gov/ct2/show/NCT04437667
International Registered Report Identifier (IRRID): DERR1-10.2196/35117
KEYWORDS
HIV; young Africans; adolescent; Kenya; serious game; game for health; randomized controlled trial; mHealth; prevention; smartphone; teenager; young adult; Africa; gaming; COVID-19; efficacy

Introduction

HIV prevention interventions need to be targeted and packaged to meet the needs of high-risk groups. Significant progress in the discovery and adoption of HIV prevention and treatment measures has resulted in a global decline in the incidence rate by 23% in the last 10 years [1]. To achieve the Joint United Nations Programme on HIV/AIDS (UNAID) Fast-Track strategy to end the AIDS epidemic by 2030 [2], countries need to use all the powerful tools available to them and a leave-no-one-behind approach. In sub-Saharan Africa, a region accounting for almost two-thirds of the global burden of new HIV infections, adolescent girls and young women account for 26% of new infections [3]. In Kenya, one-third of all new infections occur in young people aged 15 years to 24 years [4], with young women at particular risk.

Young people need comprehensive and correct knowledge and skills prior to sexual debut [5-7], to ensure they are able to protect themselves from HIV at their first sexual experience and onwards. Such knowledge and skills need to be well-packaged and age-appropriate. In sub-Saharan Africa, comprehensive HIV prevention knowledge among adolescents remains below 50% in most countries with available data [7-12]. Reaching adolescents with prerisk prevention interventions may help establish lifelong patterns of safer sexual behavior and avert high-risk behaviors in the future [13-16]. Interventions must promote skills for understanding and managing the risks of HIV infection that address important contextual drivers of adolescent risk and are relevant to local practices and culture [17-21]. Increasingly accessible smartphone technologies in Africa make it possible to engage youth—at scale and at low cost—in culturally adapted prevention interventions that require few resources to implement with consistent quality and motivational appeal and incorporate automated data collection [21-23]. If appropriately grounded in behavioral theory and evidence-based practice, electronic games delivered via mobile phones have the potential to become valuable tools in HIV prevention efforts.

Tumaini is a theoretically grounded, narrative-based game for inexpensive Android smartphones designed in collaboration with US-based and Kenyan specialists in adolescent sexual health, with input from Kenyan preadolescents and their parents. It aims to increase age and condom use at first sex by boosting knowledge about sexual health and HIV; building risk avoidance, risk-reduction skills, and related self-efficacy; challenging HIV stigma and harmful gender norms and attitudes; fostering future orientation, goal setting, and planning; and promoting dialogue with adult mentors [24,25]. Tumaini is grounded in (1) theory on narrative and narrative-based applied communication, (2) social behavioral theory and existing evidence-based HIV prevention interventions, and (3) principles of instructional design. Tumaini is made up of 3 integrated parts:

(1) a central interactive narrative featuring 6 playable characters (3 male, 3 female) whom players guide into and through adolescence, making decisions that have short- and long-term consequences for the characters’ lives, relationships, and health;

(2) a set of mini-games that tie into the narrative and support and reinforce its core themes; and

(3) “My Story,” in which the player sets goals, plans how to achieve them, and reflects on how the game relates to his or her life and how he or she might apply the lessons learned to protect his or her future. In a feasibility study with 60 preadolescents conducted in Kenya [26], the intervention showed significant gains in sexual health–related knowledge and self-efficacy, behavioral intention for risk avoidance strategies and sexual risk communication, and overall increased scores on the behavioral survey measures when compared with the control arm at 6 weeks postintervention [27]. Intervention arm participants spent, on average, over 50% longer playing the game than instructed, while quantitative and qualitative data on user engagement and game appeal, relevance, and acceptability among adolescents and parents were extremely positive [28,29]. A randomized controlled trial (RCT), with a larger sample size (anticipated n=1000) and longer duration of follow-up (45 months), was proposed to evaluate behavioral efficacy of the intervention. A detailed protocol was developed that is the subject of this manuscript.

On January 30, 2020, the World Health Organization (WHO) Emergency Committee declared a global health emergency based on growing case notification rates of SARS-CoV-2, the cause of a respiratory illness designated “coronavirus disease 2019” or COVID-19 [30]. WHO published a comprehensive package of guidance documents for countries covering topics related to the management of the outbreak including infection prevention and control measures against COVID-19 [31,32]. On March 11, 2020, COVID-19 was declared a pandemic, and Kenya confirmed its first case on March 13, 2020 [33]. Various public health infection prevention measures were put in place across the country, including in Kisumu, the site of the study. These were expected to be implemented for an extended period and included wearing of masks in public spaces, a regional travel ban, limitations on public gatherings, night curfews, screenings for fever, massive handwashing campaigns, and closure of schools. Although some remote schooling was possible in certain cases (eg, private schools), for the most part, school-aged children remained out of school until October 2020. Research activities were modified to comply with at-the-time current guidance provided by the Kenyan Government and the institutional review boards (IRBs) overseeing study implementation.

This study, which began implementation in October 2020, is being carried out in Kisumu in the context of the COVID-19 pandemic and related public health disease containment measures. The purpose of this paper is to present the protocol for the efficacy RCT, with particular attention to adaptations
from the previous pilot feasibility study, and to inform others about feasible and acceptable protocol modifications in the context of a respiratory virus pandemic.

**Methods**

**RCT Design**

This study is a 2-arm, non-blinded, individual RCT targeted to enroll 1000 adolescent participants aged 13 years to 14 years. The intervention-arm participants are playing *Tumaini*, an interactive, narrative-based electronic game, which is loaded on study-provided, low-cost Android smartphones. Adolescents in the control arm are receiving standard of care (ie, no intervention beyond any existing sex education from family, school, and peers) and allocated Android smartphones loaded with *Brainilis*, a free game that challenges the brain in areas like memory, logic, math, and focus, downloaded from Google Play Store. Selection of *Brainilis* as an attention-control game [34] was based on free download availability in Kenya, age-appropriate educational content, a lack of overlap with *Tumaini* in terms of content and game style, and perceived interest for the age group. The intervention period will last 45 months, with participants in both arms completing a baseline survey and 12 follow-up surveys, baseline and endline biological testing for HIV and herpes simplex virus, type 2 (HSV-2), game play periods during the first 3 years, and periodic qualitative data collection to monitor study acceptability and community concerns and to inform potential future dissemination. The 45-month study period is determined by the need for a high enough proportion of participants to become sexually active over the course of the study to allow us to determine the efficacy of the intervention. The trial was preceded by cognitive interviews [35] for, and piloting and reliability testing of, the quantitative data collection instrument to be used during the trial. These activities were targeted to engage 200 adolescents aged 13 years to 14 years and 32 of their parents; they are henceforth referred to as “Phase 1” of this study.

**Ethics Approval**

The IRB of Emory University (STUDY00002974) and Kenya Medical Research Institute (KEMRI) Scientific and Ethics Review Unit (SERU: KEMRI/SERU/CGHR/11/3812) approved this study.

**Implementation Setting**

The study is being conducted in urban and peri-urban locations in East, West, and Central administrative locations of Kisumu County in Western Kenya. Kisumu is the country’s third largest city. Data collection is taking place at KEMRI facilities, health facilities, and community halls.

Against the background of the COVID-19 pandemic, study activities originally intended to be conducted in person were modified to comply, as needed in the context of an evolving epidemic, with current guidance provided by the Kenyan Government. This included guidance from the local Ministry of Health, Ministry of Education, and the Departments of Health and Education of the County Government of Kisumu. Emory IRB and the KEMRI SERU provided further guidance aiming to protect study staff and participants. In cases where these guidelines were not in accord, the most stringent guidance was followed.

**Target Population**

The study recruited different sets of participants for the 2 phases of the study: survey revision and update activities (Phase 1). All participants had to be residents of Kisumu County and have had no previous exposure to or engagement in any research activities related to *Tumaini*, including the formative research.

**Phase 1 Population**

For this phase of the study, 200 adolescents and 32 parents of adolescents were recruited. Adolescents were required to have basic English literacy and Grade 3-4 on the Flesch-Kincaid Reading Scale (assessed via a short listening and reading comprehension test at enrollment) and were aged between 12 years and 14 years at recruitment. Parents and guardians for this phase had to be a parent or guardian (henceforth referred to as “parent”) to a child aged between 12 years and 17 years old at the time of recruitment. In addition to the aforementioned inclusion criteria, the possibility of remote data collection was necessitated by the COVID-19 situation for the activities related to updating the behavioral measures. Adolescent and parent participants were required to have access to an electronic device capable of running Zoom software [36] (ie, a tablet, smartphone, or computer).

**Phase 2 Population**

For the RCT, 1000 adolescents were to be recruited, as well as a subset of willing parents to the adolescents. In addition to the English language, lack of previous exposure to *Tumaini*-related activities (including survey revision under Phase 1), and age eligibility criteria, we limited enrollment to 1 child per family. In cases where multiple children in a family were eligible and interested, only the child whose name came first in the alphabet was enrolled.

A sample of the adolescent trial participants (n=16) allocated to the intervention arm of the study and a sample of their parents (n=12; including 6 parent-child dyads) were selected to participate in related and repeated annual qualitative research activities. Details of their selection are described in the following sections in the context of the qualitative activities themselves. At endline, 32 other intervention stakeholders, including health care workers, teachers, and community leaders, will supplement the qualitative sample. These additional stakeholders will be identified through stakeholder engagement and be required to have expertise on the sexual health needs of adolescents by virtue of their profession or status in the community to provide relevant insights.

**Recruitment and Enrollment**

Prior to initiating recruitment activities, approval was obtained from local Ministry of Health and Ministry of Education officials within Kisumu County. Based on experience from the feasibility pilot study, this study had proposed to recruit adolescents through schools for both Phases 1 and 2, working with head teachers to distribute invitation letters to potentially eligible
adolescents to deliver to parents or caregivers. Follow-up in-person informational meetings were then to be used to identify interested and eligible adolescents and parents for recruitment. Because schools closed due to COVID-19 restrictions, active school-based recruitment was not possible. Therefore, participant recruitment was initiated through a combination of strategies in order to ensure a diverse pool of potential participants and allow for more rapid recruitment.

For Phase 1 (survey revisions), the following strategies were employed: (1) schools distributing invitation letters to potentially eligible parents to inform them of the study using existing school communication channels, as well as sharing parents’ contact information after consulting those whose children were eligible based on school grade enrollment (grade 7 was identified as the target grade for ease of identification of potential participants as corresponding most closely to the desired age range); (2) recruitment directly in the community with support from the community advisory board (CAB) members’ ongoing activities; and (3) recruitment through parents or participants from previous studies who had consented to future contact and their social networks, employing a snowball approach.

For Phase 2 (the RCT), only strategies (1) and (2) implemented in Phase 1 were employed. The need for participants in this phase to be intervention-naïve, as well as concerns about the potential for contamination between study arms, in particular control-arm adolescents accessing the intervention through pre-existing social networks, precluded the use of snowball sampling from previous participants.

Multiple community meetings were held with the support of CAB members at different times in each area of the city to maximize accessibility to interested parents. KEMRI study staff made study presentations, with parents being invited to volunteer for participation. Community gatherings for recruitment and participant screening were conducted outdoors following pandemic guidance regarding number of participants, social distancing, and use of face coverings.

Following a phone discussion or in-person meetings maintaining social distancing, parents’ willingness to volunteer for participation was assessed, and interested participants were screened for eligibility based on adolescent age, grade level, and absence of previous participation in related study activities. Child’s age eligibility was confirmed via presentation of any official document giving the child’s name and date of birth (eg, birth certificate, baptismal certificate, or passport). Interested and eligible parents provided locator information, including a phone number and physical address, where they could be reached for future consent and assent procedures.

Recruitment slots were generated for the target 1000 adolescents for Phase 2, to ensure more targeted recruitment efforts and appropriate distribution of the sample by gender, age, and location (by geographic subzones within East, West, and Central Kisumu). Recruitment slots were filled as soon as a participant matching the slot characteristics was identified and confirmed willing to participate in the study. Priority was given to adolescents aged 13 years or 14 years old, and the sample was supplemented by 12-year-olds when necessary to achieve enrollment targets. Recruitment materials and consent and assent forms were available in Kenya’s national languages (English and Kiswahili) and most common local language within the catchment area (Dholuo) to ensure comprehension and were updated to provide for the possibility of remote consenting via phone or Zoom software, depending on participant’s preference and local government guidance. No participant opted for remote consenting, so all consenting was done in person, observing infection prevention measures.

Survey Instrument

The behavioral survey instrument used in this study was adapted from the version used in the feasibility study, which is described elsewhere [27]. The survey was revised to remove or replace items that saw a ceiling effect, add items to assess social desirability bias (drawing from the Marlowe-Crowne scale adapted by Vu et al for use in Kenya [37]), and reinforce measurement of certain behavioral constructs to strengthen mediation analysis. In addition, measures were added that had not been appropriate for inclusion in the feasibility study but were warranted for this study because of its length, longitudinal nature, and older participants. Examples include measures related to sexual risk (number of partners, age differential with partners, marriage and pregnancy history, substance use) borrowed from the Project AIM evaluation conducted with adolescents of a similar age in Botswana [38]. Participants are also completing an additional set of game experience survey items. This is included as a component of the behavioral survey or administered independently after each game play period. This questionnaire was updated from that used during the feasibility study [27,29] to include psychological process measures, such as intrinsic motivation, immersion, and identification, as well as items focusing on communication about the game with peers and members of their households, especially parents, and questions to assess potential contamination across study arms.

As a proxy for socioeconomic status (SES), 2 questions were added regarding food insecurity [39] and 2 about house (walls and roof) building materials, drawn from the survey questionnaire used in the routine KEMRI/Centers for Disease Control and Prevention Health and Demographic Surveillance System [40] in Western Kenya. During survey piloting and reliability testing, there was little variation in responses to the roof materials question; hence, it was removed. The final survey instrument includes 109 questions. No single participant will be exposed to the full 109 items at any one time, due to a combination of skip patterns based on participant gender (eg, “Have you started your menses?”), gate questions (eg, “Have you ever had sexual intercourse, or sex?”), and certain questions only being asked at specific time points (eg, social desirability questions will be annual; experience of pregnancy will only be asked at endline).

The survey is delivered via tablet-based Open Data Kit (ODK) software [41] and includes an audio component to ensure consistent understanding of the questions among those with more limited English literacy. This delivery platform was a modification from the feasibility study that used an audio computer-assisted self-interview (ACASI) system. The change of platform allowed the team flexibility in conducting the surveys outside the KEMRI offices on multiple tablets at no
additional cost, an essential criterion given the number of participants and tight period for data collection during school holidays. This approach accommodated the additional complications related to social distancing and in-person meeting limitations during pandemic-era implementation.

Survey Revision
Parents of children similar to those to be included in the RCT were invited to review the full survey in focus group discussions (FGDs) to ensure its acceptability to parents (women, n=8; men, n=7). Subsequently, the survey underwent cognitive interviewing with adolescents to ensure cultural, linguistic, and age appropriateness, with particular attention paid to new questions as detailed in the previous section. We planned 5 rounds of 4 cognitive interviews, but, due to time constraints, we conducted 13 interviews with adolescents (girls, n=6; boys, n=7) to ensure acceptability, face validity, and comprehension, with revisions after each round. Both the survey and the proposed ODK platform were tested for acceptability, by piloting the final instrument complete with audio of all the questions through 2 rounds with 15 adolescents aged 12 years to 14 years using the tablets and headsets intended for study use. Each pilot participant was debriefed by study staff to identify any remaining barriers to comprehension in the survey or issues navigating the survey interface on the tablet. The survey and instructions were updated between piloting rounds, drawing on this feedback.

Assessment of reliability using test-retest was conducted with 150 adolescents aged 12 years to 14 years who took the survey twice approximately 1 month apart using the ODK tablet platform with audio. This sample size represented a balance between budgetary feasibility and minimum acceptable sample size for assessing questionnaire reliability. Temporal reliability of the survey items using Cohen kappa and Goodman and Kruskal gamma coefficients (in SAS/STAT® software, version 9.4) was calculated for participants’ answers over the 2 time points. For items where both coefficient values fell below the recommended threshold for acceptable reliability (typically 0.5) [42], the importance of the item to the overall goals of the study was reviewed to ensure that all thematic and theoretical areas of interest were appropriately assessed. In rare cases where an item was deemed too important to remove from the questionnaire, advice was sought from study staff and survey design experts on the team on strategies to boost reliability, and the item was revised as appropriate.

Randomization
Participants were randomized 1:1 to either the control group (Brainilis) or the intervention group (Tumaini) at a time point between enrollment (consenting) and the baseline survey. Individual randomization was revealed to adolescents after they had completed all baseline data collection activities. The assignments were generated using PROC PLAN in SAS version 9.4 [43,44] to create gender-stratified randomization codes using block randomization with a block size of 10. Other demographics (age, geographic location, school) were expected to be balanced due to the slot allocation process used during recruitment.

Study Procedures
They were instructed to engage in a minimum of 10 hours of game play over each game play period during the long school holidays in December of the first year of the study and in the 2 subsequent years. However, due to COVID-19 disruptions to the school calendar, participants had a December 2020 game play period that will be followed up by a March 2022 game play period, as only these holidays provided a long enough duration for meaningful intervention exposure. The game automatically collects data on participants’ in-game behavior, logging time-stamped records of all participant interaction with the app. These will subsequently be analyzed to assess, for example, time spent playing, scores on knowledge-based mini-games, choices made in the narrative game, and components to which the player was exposed. Adolescent participants enrolled in the control arm receive Brainilis loaded on a phone identical to that used for the intervention-arm participants at the same time the intervention game is made available to that study arm. Provision of a control game to the nonintervention participants is intended to ensure that any intervention effect was due to the content of the intervention rather than to a phone and game more generally. All enrolled adolescents will complete 13 behavioral surveys over the 45-month period via ODK. Following each game play period, they will also complete a game experience survey (n=3) and indicate which game player profiles are theirs and which were created by family members and friends, for analytical purposes. A schedule of activities is presented in Figure 1. Similarly, following disruption to the school calendar and subsequent reduction of most school holidays to about 1 week until 2023, there was a need to shift resources to accommodate administration of surveys for all participants within the 1-week window.
All study participants completed baseline, and will complete endline, HIV and HSV-2 testing. These procedures are carried out by trained nursing staff at the participants’ nearest health facility of their choice. Pre- and posttest HIV counselling is provided as per national guidelines. HIV testing follows a modified national algorithm, involving parallel approved antibody-based rapid test kits at the health facilities, and is confirmed (for discordant results) by HIV DNA polymerase chain reaction at a centralized laboratory. The rationale for the modified HIV-testing algorithm is to reduce chances of false-positive test results, given the relatively low HIV prevalence in the target population, and the attendant risk of causing needless distress to adolescent participants. HSV-2 testing is conducted using HSV-2 enzyme-linked immunosorbent assay (ELISA) kits at a centralized laboratory. Study staff followed up with the participant and testing facility to ensure linkage to care for those who were newly diagnosed, who were contacted 2 weeks after testing for workup to initiate antiretroviral therapy if this could not be done immediately. Participants were retained for the study regardless of their baseline biological test results.

### Staff Training and Information Materials

All research personnel completed ethics training and underwent an intensive protocol training before each round of scheduled activities. They reviewed data collection tools, had access to a phone loaded with Tumaini and Brainilis ahead of the recruitment to familiarize themselves with the games, and reviewed study-specific data collection procedures and a manual of study standard operating procedures. All research team members involved in qualitative research data collection had previous experience, including relevant training during the feasibility study of the intervention. The site management team had previous training in the provision of adolescent-friendly services for sexual and reproductive health research. Targeted health facility nursing staff were already trained on biospecimen collection and adolescent-friendly HIV counselling and testing procedures. The study team includes individuals trained in counselling who assist with identifying emotional distress and refer participants for gender-based violence support as needed.

The study team developed informational handouts based on feedback and experience from the pilot research and from staff training. These were provided to the recruitment and enrollment staff, enabling them to respond to parents’ and adolescents’ questions and concerns about the study and the game in a uniform way and accurately represent the goals of the study.

Due to the ongoing pandemic, all study personnel also received training on COVID-19–related protocols for personal and participant health and safety, including the proper use of personal protective equipment (PPE). Key study personnel were already familiar with Zoom teleconferencing software. Staff training was conducted on recognition and documentation of signs and symptoms related to COVID-19, including the need for self-isolation and access to appropriate services as recommended by the local Ministry of Health in case of an exposure or confirmed case of COVID-19.

### Phone Setup

Tumaini and Brainilis were downloaded and programmed into the intervention and control phones, respectively. Similar to the setup used during the feasibility test, all other phone functions were disabled using a parental control app. The same phone will be issued to the same participant during each game play period in order to allow the participant to resume prior game play, if desired. Where phones are lost or cannot be restored, a replacement will be logged and issued. The phone identification number and participant identification number are linked in a separate phone log, which will be used as reference for every phone allocation visit and to match in-game data from Tumaini log files to participants’ other study data in the LabKey data management platform. To complement data collected through the ODK behavioral surveys, intervention-arm players’ in-game log files (paradata) will be downloaded upon return of the phones each year. These files contain time-stamped details of player interaction with the game, which will be used to examine exposure to the intervention.

### Qualitative Data Collection and Postintervention Procedures

The intervention efficacy activities are being complemented by qualitative monitoring of a sample of the intervention arm. A
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**Figure 1.** Schedule of study activities. FGD: focus group discussion; HSV-2: herpes simplex virus, type 2.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Phase 1</strong> - survey revision</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FGD with parents (acceptability)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cognitive interviews (validity)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pilot test</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test-retest (temporal reliability)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Phase 2</strong> - Randomized controlled trial</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behavioral survey</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biological testing (HIV and HSV-2)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Game experience survey</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussions with intervention-arm</td>
<td>Semi-structured interviews once a year</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussions with additional intervention sample/stakeholders</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>
cohort of adolescent participants from this study arm and a sample of parents of adolescent participants, including 6 parent-child dyads, have been selected to take part in semi-structured interviews (SSIs) once a year during the trial and in FGDs at the end of the trial. These 28 individuals were sampled to represent different SES profiles and types of game players. SES was based on reported food insecurity and house materials on the baseline behavioral survey, while player type was drawn from the behavioral survey (experience with video games) and the game experience survey administered after the first game play period (self-reported time spent on Tumaini, degree of completion of the game, and engagement with others about Tumaini). In addition to annual SSIs, this cohort will also be invited to share insights into their experiences throughout the study during post-endline FGDs.

A further 8 FGDs will be convened after endline, 4 for additional intervention arm participants and 4 for additional parents, with participants being selected in a way similar to the SSI cohort to represent a range of demographic and intervention-user profiles. Other stakeholders from the community (n=32; eg, teachers, healthcare providers, community leaders) will be invited to participate in endline SSIs or FGDs. These SSIs and FGDs will elicit feedback on the game and study experience that will inform future game dissemination and scale-up and development of future interventions and trials.

Other COVID-19 Adaptations

In order to minimize risks related to COVID-19, study activities are being conducted remotely (eg, video conferencing, phone calls) to the extent possible. As remote data collection relies on participants having a phone, tablet, or computer with internet access in their households, it entails SES bias and hence is only deemed feasible where such bias does not threaten the scientific integrity of the study.

In cases where study activities cannot be conducted remotely, these are conducted at a distance of 2 to 3 meters (about 6-10 feet) from study staff or other participants. Prior to all in-person contact, participants and study staff are screened for symptoms and undergo temperature screenings; these data will not be analyzed as part of this study. Physically distanced study activities (eg, SSIs, informational sessions, consent or assent) involving verbal interaction take place outdoors to the extent possible, and both staff and participants wear masks. If physical distancing cannot be maintained (eg, for blood collection), appropriate PPE (masks and gloves) is used. If they take place in dedicated spaces at KEMRI or community-based organization offices, participants are scheduled to avoid proximity and extend waiting time, and the research area is disinfected between participants. Where electronic devices are handed to participants for survey data collection or intervention delivery, these devices are disinfected prior to distribution and after collection.

So far, all study procedures have been conducted in person following local infection prevention measures, with agreement from the study participants. Options to conduct the procedures remotely remain available to study staff and participants should they be needed.

Safety Monitoring

An independent safety monitor (ISM), appointed for this study, was selected based on prior experience with clinical trials, HIV behavioral interventions, adolescent sexual health, and experience working in Kenya. The ISM’s eligibility and lack of conflict of interest were independently confirmed. The ISM reviews study materials including participant safety data and overall study conduct as specified in the protocol. The ISM addresses issues of research participant protection, by examining over time the safety data from the study in order to evaluate safety findings and trends and make recommendations concerning continuation, termination, or other modification of the study based on the observed beneficial or adverse effects and social harms associated with the intervention. In addition, the ISM reviews the general progress and conduct of the study regularly and assists in resolving any problems that may arise.

Sample Size

At age 13 years, according to the most recent available data [45], in Kenya, 4.2% of female and 12.8% of male adolescents have reached sexual debut; by age 17, these figures rise to 40.9% and 42.3% respectively. Condom use at first sex is reported to be 22.8%, 43.3%, and 67.2% for those having sex by age 13 years, before 15 years of age, and after 15 years of age, respectively [45]. Based on these estimates and outcomes of other interventions targeting similar behavior in this age group [14,16], we calculated sample sizes based on a primary binary outcome of “risk” group (experienced sexual debut during the study period without condom use at first sex) versus “low-risk” group (not yet experienced sexual debut by the end of the study or used a condom at sexual debut during the study period). Targeting 1:1 randomization into the 2 study arms, we aimed to consent and enroll a total of 1000 participants. This would be sufficient for 80% power to detect a difference between 18% of control-arm participants “and 11% of intervention-arm participants in the “risk” group for our binary outcome at the α=0.05 level, accounting for 25% potential loss to follow-up. This sample size also allows for stratification of participants by HIV status at baseline, when we anticipate around 10 participants to test positive, based on local HIV prevalence among this age group.

Statistical Analysis

The distribution of the primary binary “risk” outcome of this study will be assessed via standard methods for comparing proportions and related 95% CIs. This will be followed by logistic regression modeling to account for covariates, to be determined after analysis of baseline demographic and anticipated confounder data. The crude mean and median age at first sex will be ascertained for all participants who experience their debut over the course of the study, augmenting this analysis to account for gender and other covariates using parametric or semiparametric regression models as appropriate. As with the primary outcome, the binary response of condom use at first sex among those experiencing debut during the study will be analyzed via logistic regression. To determine whether the game has the potential to reduce HSV-2 or HIV infection, incidence rates over the course of the study of HSV-2 and HIV among
uninfected participants will also be compared by exposure to intervention using Poisson and Cox regression methods.

To determine whether the game-based intervention influences behavioral mediators (knowledge, attitudes, behavioral intentions, and related self-efficacy) of early and unprotected sex, crude and adjusted associations between behavioral mediators and exposure to the intervention will be explored using multivariable regression methods appropriate to each potential mediator, following stipulated principles of mediation analysis [46]. Using baseline behavioral survey data, factor analyses will be conducted to identify theoretical and thematic scales. Survey data will be analyzed both as individual items and as composite scores for these scales. Analyses of outcome data, game experience survey data, and the paradata from Tumaini players’ smartphones will be used to assess which game components and theoretical constructs mediated intervention effects [46,47].

Results

Recruitment, consenting, and enrollment were carried out between October 1, 2020 and December 3, 2020. In line with our COVID-modified protocol and with schools closed, a total of 138 primary schools were approached within Kisumu County, either directly to distribute recruitment letters or to provide contact details of parents with children in grade 7 (Figure 2). Recruitment letters were randomly distributed to willing schools, but we did not track how many letters were subsequently issued by schools to potential participants. From contact details obtained from schools, the majority of the potential participants were ineligible due to those adolescents not being in grade 7 or within the target age range. There was generally very low yield from the school-based activities due to school closure, which were deemed inefficient and stopped midway through the recruitment period; hence, some contacts were not followed up on.
Within the same period, 30 informational meetings were held in the community, with 757 parents attending. Of these, a small fraction was ineligible due to their child being older than 14 years, in grade 8, or failing to pass the English proficiency test for the study. The main reasons for parental refusal included concerns with blood draws, concerns with the adolescent being issued a phone, fear of HIV testing, concern with adolescent safety, time constraints associated with study visits, and unwillingness to participate in research. The majority of the participants in this study was enrolled from community meetings.

As noted previously, recruitment randomization slots for 1000 individuals were generated and used to ensure distribution of the sample by gender, age, and residential area prior to randomization by gender. There was a time lag between being recruited and administration of the baseline survey for some participants; hence, a number of eligible and willing adolescents could not be traced for enrollment or had moved out of the study.
After sampling from the full pool of interested and eligible individuals, 148 willing and eligible adolescents who were not randomized served as a pool for replacement for those who could not initiate study activities. The randomization slot characteristics were used to identify suitable replacements from the pool. During this replacement period, some participants who were identified as needing to be replaced ended up presenting themselves for a baseline survey appointment; hence, the study ended up with 1005 enrolled individuals completing the baseline survey. There were 4 participants who completed the baseline survey only and not the biological testing; they were removed from the study. Baseline behavioral surveys were conducted between November 17, 2020 and December 28, 2020, and biological testing was conducted between November 25, 2020 and December 12, 2020. Study phones with either the intervention or control game were distributed after completion of the biological tests; participants were in possession of the phones for a median period of 37 (IQR 34-40) days.

Postintervention surveys were conducted between January 2, 2021 and January 27, 2021, at which point the study team discovered a participant who was enrolled with 2 different study identification numbers resulting from presenting themselves twice and 3 different cases of siblings living within the same household enrolled in contravention of the protocol. The double enrollee was terminated from the study. In cases where the siblings were in different study arms, the intervention arm participant was retained. In cases where they were both in the same arm, the study criteria for selecting a sibling at recruitment was applied—the first participant based on alphabetical order of their first names was retained. After elimination of individuals later found to be ineligible for these reasons, the study had 1001 participants. The total number who completed baseline and will be included in baseline analyses is 996.

Demographic characteristics of these 996 participants who completed all baseline activities, were allocated to the 2 study arms, and received a phone loaded with either the intervention or control game were evaluated (Table 1). This analysis excludes the double enrollee and 3 siblings who were terminated. The participant sample was 50.1% (499/996) female and had a mean age of 14.0 (SD 0.6) years. At baseline, participants were almost universally enrolled in school, with the majority reporting either grade 6 or 7 as the highest grade they had completed. SES, using housing materials as proxy, was estimated to be almost evenly split between “higher” (507/992, 51.1%) and “lower” SES (485/992, 48.9%), with 4 participants not providing this information. On the combined measure of food insecurity (ie, household hunger either during the day or night or overnight), more than one-half (530/996, 53.2%) of participants reported no food insecurity (“never” responses on both questions), while 33 (33/996, 3.3%) reported high levels thereof (“sometimes” or “often” responses on both questions). Close to 90% (883/996, 88.6%) of participants reported living with at least one parent, with the others, for the most part, in the care of grandparents or other adults, including aunts, uncles, and other guardians. The majority (892/977, 91.3%) of participants identified as Christian (Catholic, Protestant/Anglican, Seventh Day Adventist), while a small number identified their religion as Muslim (31/977, 3.2%) or another local religion (21/977, 2.1%) or reported not being part of a religious group (33/977, 3.4%). Religiosity is high among participants, with 78.0% (777/996) reporting attending services once a week. Household technology access is relatively high, with only 17.9% (178/996) of participants reporting no household smartphone ownership, and 37 (37/996, 3.7%) indicating that they themselves owned a smartphone. We also assessed prebaseline levels of engagement with video games. Although 22.8% (227/996) reported never playing video games, 114 participants (114/996, 11.4%) indicated that they often play. Analysis by arm has not commenced as the study is ongoing; these demographics are therefore presented in aggregate rather than by study arm.
Table 1. Participant demographics (n=996) at baseline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>499 (50.1)</td>
</tr>
<tr>
<td>Male</td>
<td>497 (49.9)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>14.0 (0.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Attending school (yes), n (%)</strong></td>
<td>992 (99.6)</td>
</tr>
<tr>
<td><strong>Highest school grade completed, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Grade 5</td>
<td>43 (4.3)</td>
</tr>
<tr>
<td>Grade 6</td>
<td>630 (63.3)</td>
</tr>
<tr>
<td>Grade 7</td>
<td>280 (28.1)</td>
</tr>
<tr>
<td>Grade 8</td>
<td>43 (4.3)</td>
</tr>
<tr>
<td><strong>Socioeconomic status&lt;sup&gt;a&lt;/sup&gt;, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>507 (51.1)</td>
</tr>
<tr>
<td>Lower</td>
<td>398 (48.9)</td>
</tr>
<tr>
<td>Missing</td>
<td>4 (—)</td>
</tr>
<tr>
<td><strong>Household food insecurity&lt;sup&gt;b&lt;/sup&gt;, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>530 (53.2)</td>
</tr>
<tr>
<td>Low</td>
<td>287 (28.8)</td>
</tr>
<tr>
<td>Medium</td>
<td>146 (14.7)</td>
</tr>
<tr>
<td>High</td>
<td>33 (3.3)</td>
</tr>
<tr>
<td><strong>Living situation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Both parents</td>
<td>547 (54.9)</td>
</tr>
<tr>
<td>Mother only</td>
<td>276 (27.7)</td>
</tr>
<tr>
<td>Father only</td>
<td>60 (6.0)</td>
</tr>
<tr>
<td>Grandparents</td>
<td>72 (7.2)</td>
</tr>
<tr>
<td>Orphanage or children’s home</td>
<td>3 (0.3)</td>
</tr>
<tr>
<td>Other living situation</td>
<td>38 (3.8)</td>
</tr>
<tr>
<td><strong>Religion, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Catholic</td>
<td>356 (36.4)</td>
</tr>
<tr>
<td>Protestant/Anglican</td>
<td>293 (30.0)</td>
</tr>
<tr>
<td>Seventh Day Adventist</td>
<td>243 (24.9)</td>
</tr>
<tr>
<td>Muslim</td>
<td>31 (3.2)</td>
</tr>
<tr>
<td>Other local religion</td>
<td>21 (2.1)</td>
</tr>
<tr>
<td>No religion</td>
<td>33 (3.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>19 (—)</td>
</tr>
<tr>
<td><strong>Attendance at religious services, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Once per week</td>
<td>777 (78.0)</td>
</tr>
<tr>
<td>1-2 times per month</td>
<td>77 (7.7)</td>
</tr>
<tr>
<td>A few times per year</td>
<td>83 (8.3)</td>
</tr>
<tr>
<td>Once per year or less</td>
<td>22 (2.2)</td>
</tr>
<tr>
<td>Never</td>
<td>37 (3.7)</td>
</tr>
<tr>
<td>Household access to smartphone, n (%)</td>
<td>818 (82.1)</td>
</tr>
</tbody>
</table>
The COVID-19 pandemic has led to substantial changes in routine daily activities and social interactions. Through these and other challenges, the pandemic has affected implementation of ongoing and planned research across the globe. There is a call for research teams to get creative about ways of reaching, engaging, and reimbursing study participants [49] and, in doing so, follow the guidelines provided by local authorities and ethical review committees. The study local ethics and research committee provided guidelines that aim to protect trial integrity and study subjects [50], which informed the proposed changes to the protocol. Researchers have had to identify activities that do not place the study participants at increased risk of COVID-19 while maintaining study rigor, amid debates about how implementing research amid the COVID-19 pandemic may affect the balance between participant risks and benefits [51]. Physical distancing to protect participant and researcher safety has been one of the major concerns with research implementation at this time. For this study, we were able to offer remote consenting; virtual interview options using Zoom software or phone calls; and, whenever physical contact was inevitable, maintaining recommended social distancing, enforced use of appropriate PPE and a shift in planned activities to accommodate the availability of the target population. Online platforms have been shown to be viable options for conducting research during the pandemic [44], with the need for the researcher to be aware of the inherent potential biases [32] and of the limitations of lack of nonverbal cues and privacy and access issues [53]. In our case, despite securing ethics approval, anticipating a need for remote activities, and taking measures to minimize any biases associated with technology access, no participant was consented remotely, nor did any study activities occur via teleconferencing. This is largely because local meetings were permitted with appropriate social distancing and face coverings and were preferred by our participants.

The pandemic has further highlighted some of the advantages of *Tumaini*’s remote delivery platform, and this study is likely to inform creative ways with which we target adolescents with HIV prevention interventions. Many of the countries in sub-Saharan Africa are adopting comprehensive sexuality education amid varying challenges, including unreceptive sociocultural norms, parental attitudes, teacher-related challenges, and economic factors [54,55]. There is considerable interest in mobile health (mHealth) to support the delivery of HIV care and prevention services in the general population, as this offers an opportunity to provide such education at scale and low marginal cost [56]. However, very few mHealth interventions are specifically targeting adolescents with customized messages. If found to be efficacious, *Tumaini* will provide an alternative, appropriate, acceptable, and contextualized mode of passing HIV prevention messages and skills building to adolescents within sub-Saharan Africa.

**Limitations**

The study design has inherent limitations, which have been compounded by COVID-19–necessitated modifications and implications. First, there is a risk that participants in the intervention arm may discuss or even share the *Tumaini* app with participants in the control arm. To reduce the risk of contamination, study visits will be scheduled such that participants from the 2 arms do not mix during data collection activities. Second, survey activities and game play periods were planned to coincide with normal school holidays, which would be at least 3 weeks, with the game play periods planned during the year-end long holiday period, usually lasting around 6 weeks. With the shift in the academic calendar in Kenya because of forced COVID-19–related school closure, the holidays were subsequently shortened to only 1 week in most cases. This results in a shorter than desired period to conduct the surveys and game play periods. Resulting changes to game play periods may require that the study implement longer than 1-year intervals between subsequent game play periods, with the risk of affecting recall of game contents and key messages and skills in the interim. Third, there are limitations with using self-reported outcomes for condom use and sexual debut. We are supplementing self-report data with biological measures of HIV and HSV-2 at baseline and endline; however, the study is not powered to detect differences in these biological outcomes.

![Table 1](https://www.researchprotocols.org/2022/3/e35117)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of video game play, n (%)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>227 (22.8)</td>
</tr>
<tr>
<td>Rarely</td>
<td>365 (36.7)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>290 (29.1)</td>
</tr>
<tr>
<td>Often</td>
<td>114 (11.4)</td>
</tr>
</tbody>
</table>

\[a\] Determined by materials used to construct their homes.

\[b\] Based on scoring index developed from reported number of days household went hungry or slept hungry.

**Discussion**

**Study Overview**

Based on findings from our pilot study of *Tumaini*, this study aims to determine the efficacy of the intervention in delaying sexual debut and increasing condom use at first sex. This study will also determine whether the game-based intervention influences behavioral mediators (knowledge, attitudes, behavioral intentions, and related self-efficacy) of early and unprotected sex and which particular game components and theoretical constructs mediate the desired effects. This study responds to the need for an increased number of behavioral and structural HIV intervention options appropriate for adolescents [48], as adolescents and young people require tailored approaches to meet their needs. The game will also collect data to inform potential implementation on a wider scale, if warranted.
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<tr>
<th>Characteristics</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of video game play, n (%)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>227 (22.8)</td>
</tr>
<tr>
<td>Rarely</td>
<td>365 (36.7)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>290 (29.1)</td>
</tr>
<tr>
<td>Often</td>
<td>114 (11.4)</td>
</tr>
</tbody>
</table>

https://www.researchprotocols.org/2022/3/e35117
due to relatively low rates of HIV or HSV-2 in this age group. Finally, there is an inherent threat of loss-to-follow-up over the 4 years of the study as the adolescents progressively transition through the school system or migrate outside the study area. In addition to accounting for the potential of up to 25% loss-to-follow-up in our sample size calculations, we plan to have annual parental engagement activities to keep parents engaged and inform them of upcoming study activities for the year ahead. Such engagement activities are likely to inform us of planned migration out of the study area and encourage parents to facilitate continued adolescent participation in the study.

**Conclusions**

This ongoing research demonstrates that, with appropriate revisions to planned activities, incorporation of lessons learned from our previous pilot study, and compliance with regulatory guidelines, recruitment and conduct of research procedures are possible against the background of a global pandemic. This study identified and recruited adolescents for an efficacy trial to evaluate a smartphone game-based intervention aiming to delay sexual debut and increase condom use at first sex. If the trial demonstrates efficacy, it will provide an alternative means of delivering age-appropriate education to adolescents on safer sex, HIV prevention, and effective life skills. It would also identify implementation challenges and how to overcome them in a potential wider scale rollout.
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Designing and Evaluating a Personalized, Human-Centered Dietary Decision Support System for Use Among People With Diabetes in an Indian Setting: Protocol for a Quasi-Experimental Study

Abstract

**Background:** Human-centered dietary decision support systems are fundamental to diabetes management, and they address the limitations of existing diet management systems.

**Objective:** The objective of the proposed study is to evaluate the use of an interactive, telephone-linked, personalized, human-centered decision support system for facilitating the delivery of personalized nutrition care for patients with diabetes.

**Methods:** A quasi-experimental trial was conducted between the period of June and December 2018. Study participants were recruited from Community Health Center, Dharamshala, Kangra (urban population), and Model Rural Health Unit, Haroli Block, Una (rural population). Eligible participants included adults aged ≥30 years with controlled or uncontrolled diabetes, those who agreed to participate in the study, those who were available for follow-up interviews, and those with a telephone or computer at home. Diabetic status was determined via a physician’s diagnosis. Individuals with mental or physical challenges that affected their ability to use an electronic diet record, those who were not available for a telephone follow-up, and those who were involved in other protocols related to dietary assessments were excluded. The study participants were randomized into the following two groups: the intervention group (telephone-linked dietary decision support system) and the control group (paper-based diet record). Study participants in the intervention group recorded their daily dietary intake by using a telephone-linked, personalized, human-centered dietary decision support system and received personalized feedback and diet education via SMS text messaging. Study participants in the control group were provided with only a paper-based diet record for documenting their daily dietary intake. Follow-up visits were conducted at 3 and 6 months from the baseline in both groups. Differences in diabetes knowledge, attitudes, and practices will be measured across groups.

**Results:** The collection of baseline data from 800 study participants in both the intervention (n=400) and control groups (n=400), which were stratified by urban (control group: n=200; intervention group: n=200) and rural settings (control group: n=200; intervention group: n=200), has been completed. Follow-up data collection for months 3 and 6 is ongoing and is expected to be completed by October 2019.

**Conclusions:** We anticipate that the intervention group will show significant changes in nutrition knowledge, attitudes, and practices; satisfaction with care; and overall diabetes management. We also expect to see urban-rural differences across the
groups. The uniqueness of our nutrient data capture process is demonstrated by its cultural and contextually relevant features—diet capture in both English and Hindi, diet conversion into caloric components, sustained diet data collection and participant adherence through telephone-linked care, and auto-generated reminders.

**International Registered Report Identifier (IRRID):** DERR1-10.2196/13635
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**Introduction**

Type 2 diabetes (T2D) is a rapidly growing chronic health problem, and the complications of T2D cause significant morbidity and mortality. Globally, 415 million people are living with T2D mellitus, and this is estimated to increase to 642 million people by 2040 [1]. The proliferation of T2D is the most notable in low- and middle-income countries, and this has been attributed to a number of factors, including an aging population, population growth, urbanization, the increasing prevalence of obesity, and physical inactivity [2-5]. India, China, and the United States have the highest diabetes incidence rates globally. According to the International Diabetes Federation estimates, the number of patients with diabetes in India is projected to increase to approximately 70 million by 2025—almost double the amount from 2007 [1].

A key outcome of proper diabetes management is the development of healthy eating patterns [3]. In addition, daily physical activity sessions are recommended to regulate blood glycemic levels. [4]. Proper glycemic control is critical to the prevention or delay of the onset of acute and chronic complications and to the improvement of quality of life among people with diabetes. Providing self-management education and support tools to improve diabetes knowledge, foster treatment adherence, promote lifestyle changes, and enable the self-monitoring of blood glucose is fundamental to this process [5,6].

Dietary intake assessment is a fundamental step in developing interventions for people living with T2D [6]. Dietary intake has been measured by using a variety of methods in the existing literature, including dietary recalls, weighed diet records, diet history reports, and food frequency questionnaires [6-8]. None of these methods have demonstrated adequate accuracy and reliability in determining food intake. A variety of technology-based applications have also been developed for estimating and recording food consumption, but significant limitations have been reported, including small sample sizes, insufficient outcome evaluation periods, high costs, and inappropriate message framing [9,10]. Future studies using randomized controlled trial designs, larger sample sizes, and longer durations of evaluation are recommended to establish the intervention capabilities of technology-based diet interventions [10-14].

The objective of the proposed study is to evaluate the use of an interactive, telephone-linked, personalized, human-centered decision support system for facilitating the delivery of personalized nutrition care for patients with diabetes. To the best of our knowledge, this is the first study to design and develop an intervention model after assessing the needs of users from urban and rural settings in an Indian context. The proposed study has three specific aims, as follows:

- Examine and compare the factors that influence the intake of a healthy diet among people with diabetes living in the urban and rural settings of Himachal Pradesh
- Identify the necessary components of the personalized, human-centered dietary decision support system that can gather, analyze, and provide individualized dietary feedback
- Compare the effectiveness of the personalized, human-centered dietary decision support system to that of other paper-based methods of diet recording for documenting nutrient intake among people with diabetes

**Methods**

**Ethics Approval**

Ethical approval was obtained from the Institutional Review Board of Dr. Rajendra Prasad Medical College Kangra (institutional review board number: 116/2016).

**Study Design**

A quasi-experimental trial was conducted between the period of June and December 2018 (Figure 1). Study participants were recruited from the following two urban and rural locations: Community Health Center, Dharamshala, Kangra (urban population), and Model Rural Health Unit, Haroli Block, Una (rural population). Eligible study participants included (1) adults aged ≥30 years, (2) those with controlled or uncontrolled diabetes, (3) those who agreed to participate in the study, (4) those who were available for follow-up interviews, and (5) those with a telephone or computer at home. Diabetic status was based on a physician-confirmed diagnosis of diabetes and the prescription of medications for diabetes management. The exclusion criteria comprised the following: (1) the presence of any mental or physical challenge affecting the study participants’ ability to use an electronic diet record, (2) unavailability for a telephone follow-up, and (3) involvement in other clinical trials or protocols related to dietary assessments. The study was funded by the Indian Council of Medical Research.
Study Groups

The study participants were randomly assigned into the following two groups: the intervention group (telephone-linked dietary decision support system) and the control group (paper-based diet record; Figure 1). The randomization was conducted following the assessment of participants’ eligibility for inclusion in the study. Study participants in the intervention group (group 1) recorded their daily dietary intake by using a telephone-linked, personalized, human-centered dietary decision support system and received personalized feedback and diet education via SMS text messaging. The personalized, human-centered dietary decision support system is a telephone-linked decision support system designed to provide tailored dietary education to patients with diabetes. The study participants were able to access the personalized, human-centered dietary decision support system through their computers, cell phones, or a telephone-linked service, depending on the technology platform available to them. The telephone-linked service enabled the participants (including those who did not have a technology platform to access the personalized, human-centered dietary decision support system) to receive phone calls from our research team in order to record their daily dietary intake. The personalized, human-centered dietary decision support system also generated automatic alerts that served as reminders to the participants who had not reported their daily diet intake. Study participants in the control group were provided with a paper-based diet record for documenting their diet log on a daily basis. Follow-up visits were conducted at 3 and 6 months from the baseline in both groups. Baseline data were gathered on sociodemographics; health literacy; physical activity; anthropometric measurements; blood sugar testing;
and diabetes knowledge, attitudes, and practices (KAPs). Follow-up data were gathered on anthropometric measurements, diabetes KAPs, blood sugar testing, and satisfaction with medical care.

**Intervention Development**

A telephone-based, personalized, human-centered dietary decision support system for populations with diabetes was designed to provide tailored dietary education to patients with diabetes (Figure 2). A human-centered approach was used in the design process. Human-centered design principles require end users to be prioritized in intervention design and development [15]. User characteristics, needs, and preferences are vital for ensuring the optimal use of technology-enabled interventions [15] (Figure 3). The failure to fully implement human-centered design in dietary intervention designs has been a limitation in prior studies [11]. The personalized, human-centered dietary decision support system is comprised of the following components: (1) the electronic monitoring of diet records, (2) personalized dietary and disease feedback, (3) the nutrient calculation of daily diet intake per meal, and (4) alerts and reminders (Figure 4).

The personalized, human-centered dietary decision support system can be used on cell phones, PDAs, and computers, depending on the technology platforms available to users across various Indian settings. Dietary information from the prospective users was gathered on a daily basis. This information included the various food sources consumed and the quantity and timing of food consumption. A nutrient database of food choices and their caloric values was subsequently created [16]. This nutrient database included the following components: food type, food class, quantity, and calorie estimation. A message library in both the English and Hindi languages (a local Indian dialect) was prepared, so that individuals could be sent weekly messages on how best to manage their diet. Based on the study participants’ dietary intake, interactive tailored feedback was provided (Figure 5). Study participants also received auto-generated reminders and alerts if their dietary information was not received as scheduled.

**Figure 2.** Dietary decision support system workflow.

**Step A. User view**

- User
- Registration
- Login ID generated

**Step B: Administrative view**

The Administrative (Admin) view allows the administrator to see the entire user profile, and the administrator can send messages to all participants and can add and edit the diet-related information.

- Admin
- Login

- Call each user for 24 hour recall
- Add diet
- Send message
- Add new diet
Figure 3. Administrative control panel: entry of study participant demographics.

Figure 4. Administrative control panel: addition of food categories.
Study Enrollment and Data Collection Procedure

Data were collected at baseline, and follow-ups were conducted at months 3 and 6, resulting in 4 data collection time points. After each time point, the field-workers scheduled follow-up interviews to administer the study questionnaires. The study staff who were collecting data were blinded to the group assignments.

Informed Consent

Informed consent forms were administered to the eligible individuals, and those who consented were enrolled in the study. The institutional review board–approved consent forms were administered by members of our research team to the eligible individuals. These forms described the study, the measures used by the researchers to protect the confidentiality of the responses, and the voluntary nature of the study. The consent forms were countersigned by members of the research team, and copies were provided to the study participants.

Data Entry and Quality Assurance

Data entry was performed by a team of field-workers and data management personnel. To ensure efficiency and high-quality data collection and processing, we (1) used a well-trained team of field-workers, (2) used a clearly defined study manual, (3) conducted weekly meetings with the research team, and (4) maintained logs of all patient contacts. To ensure efficient and accurate data management, we maintained (1) logs of all of the data instruments that were filled during each visit for every patient, (2) central data processing, and (3) weekly data checks.

Data security was ensured through regular backups, password protection, and storage in a locked file cabinet.

Variables Assessed

Sociodemographics

Baseline data were gathered on study participants’ age, income level, employment status, education level, smoking status, and alcohol consumption. Information was also collected on computer usage, internet usage, the frequency of computer and internet usage, and sources of health information.

Health Literacy

Health literacy is defined as “the ability to perform basic reading and numerical tasks required to function in the health care environment” [17]. Health literacy was assessed by using a 3-item health literacy screening questionnaire [17]. The questions included the following: (1) “How often do you have someone (like a family member, friend, hospital/clinic worker or caregiver) help you read hospital materials,” (2) “How often do you have problems learning about your medical condition because of difficulty understanding written information” (problems reading), and (3) “How confident are you filling out forms by yourself” (confident with forms)? Responses were rated on a Likert scale ranging from 0 to 4 and included the following options: “all of the time,” “most of the time,” “some of the time,” “a little of the time,” and “none of the time” [17].
Anthropometry

Height, weight, and waist circumference were measured by using a standard technique [18]. BMIs were computed from the height and weight measurements.

Physical Activity Assessment

All participants completed a validated short form of the International Physical Activity Questionnaire in order to calculate the total time that they spent on performing various forms of physical activity—recreational activities, occupational activities, household work, and transportation-related activities—in the last 7 days [19]. Total weekly physical activity—metabolic equivalents of task (METs; MET hours per week)—will be calculated as the weighted sum of the reported time spent at each intensity by using a MET value specific to each category (walking: 3.3 METs; moderate: 4 METs; vigorous: 7 METs) [19].

Outcomes

The study outcomes include dietary KAPs. These outcomes were assessed by using the following tools. Satisfaction with medical care was also assessed.

Nutrition Knowledge Scale

The Nutrition Knowledge Scale comprises the following four types of items: (1) 10 items on the relationship between diet and disease, (2) 10 items on food comparisons in terms of their nutrient content (eg, fat, fiber, calcium, calories, and sodium); (3) 6 items on the daily serving requirements of different food groups; and (4) 5 items on weight and weight loss. The scale is in a multiple-choice format, and 1 point is awarded for correct answers; otherwise, 0 points are awarded. The interitem reliability (Cronbach α coefficient) of the Nutrition Knowledge Scale is .78 [20].

Nutrition Attitude Scale

The Nutrition Attitude Scale consists of 19 items and the following three sections: (1) care about nutrition (8 items), (2) emotional eating (6 items), and (3) the importance of nutrition (5 items). The response options are rated on a 5-point Likert scale and include “strongly disagree,” “disagree,” “neutral,” “agree,” and “strongly agree.” Reverse sentence items are scored reversely. The Cronbach α coefficient of the Nutrition Attitude Scale is .73 [20].

Nutrition Behavior Scale

The Nutrition Behavior Scale is a 24-item scale with responses on a 5-point Likert scale. It comprises the following two sections: (1) food selection and care about nutrition (15 items) and (2) emotionally and externally cued eating (9 items). The response items include “never,” “seldom,” “sometimes,” “often,” and “always,” ranging in score from 1 to 5. Reverse sentence items are scored reversely. The Cronbach α coefficient of the Nutrition Behavior Scale is .76 [20].

Satisfaction With Medical Care

Satisfaction with medical care will be measured by using the Client Satisfaction Questionnaire-8 (CSQ-8). The CSQ-8 is an 8-item questionnaire in which items are rated by using a 4-point Likert scale [21].

Blood Sugar Testing

We will also assess participants’ blood sugar levels at baseline and at 6 months to assess the pattern of blood sugar control.

Data Analysis Plan

In the first step of the exploratory analysis, we will present a table to summarize the overall characteristics of all variables, including outcome, confounding, and process variables. This table will also serve as quality control for the original data and be used to mine missing data patterns and outliers. The distributions of the continuous outcomes will be explored for normality, and transformations will be used if necessary. Continuous variables will be summarized using means, medians, SDs, and ranges, while categorical variables will be examined by using frequencies and percentages. An exploratory analysis on process variables will be used for a post hoc analysis. As a third step, we will cross-tabulate the group assignments against outcome variables to assess the association in the initial stage of the study.

Sample Size Justification

The sample size calculation was based on knowledge, attitude, and behavior outcomes, as reported in previous studies [22]. To detect a mean change of 0.2 with an SD of 0.7 at a 2-sided .05 α level of significance and a power of 85%, a sample size of 200 individuals in each group is needed. The total participant sample size will be 800.

Statistical Analysis

Baseline characteristics will be summarized and stratified by intervention group. The primary outcomes—adherence to dietary guidelines, KAPs, and patient satisfaction with medical care—will be compared between groups by using a log-rank test. A Cox proportional hazards regression model will be used to adjust for confounders that differ significantly between the two groups at the .20 level of significance. A generalized linear mixed model using a binomial distribution and logit link function will be used to examine the binary secondary objective—subjects’ satisfaction with medical care. The group types (ie, the intervention and control groups) will be used as a fixed effect, and subject data will be used as random effects. This will be done by using a variance components covariance structure. To adjust for confounders that differ significantly between the two groups at the .20 level of significance, covariates will be added to the model, and a linear regression model will be used.

Results

Data collection was conducted between the period of June and December 2018. The collection of baseline data from 800 study participants in both the intervention (n=400) and control groups (n=400), which were stratified by urban (control group: n=200; intervention group: n=200) and rural settings (control group: n=200; intervention group n=200), has been completed. Follow-up data collection for months 3 and 6 is ongoing. We expect the follow-up data collection to be completed by October 2019. We are currently analyzing the baseline data and
generating reports, which will be presented in our upcoming manuscript.

**Discussion**

We anticipate that our results will show a significant difference in nutrition KAPs between the study groups. The study participants receiving tailored dietary education will likely show better improvements in their KAPs and overall diabetes management. We also anticipate that satisfaction with care (measured by the CSQ-8) will be higher in the intervention group, owing to the unique features of our interactive, telephone-linked, personalized, human-centered decision support system (eg, personalized dietary education and reminder alerts for completing the food log). We also expect to see urban-rural differences across the intervention and control groups. Our dietary decision support system is the first of its kind to be successfully implemented in a lower-middle-income country such as India, and it has the potential to inform dietary data management on a wider scope. Key gaps in diet-related interventions are centered on the tailoring, sustainability, and evaluation of such interventions [15,23]. Studies that were conducted to examine the effectiveness of existing diet apps highlighted the need for tailoring approaches that can address the personal needs of the users [23]. Another crucial gap in the design approaches of existing diet apps is the challenge of identifying which specific components are associated with intervention effectiveness. The task of identifying specific components associated with effectiveness becomes an arduous one when human-centered approaches are not effectively incorporated into the design process. A systematic review investigating the effectiveness of eHealth and mobile health interventions that promote physical activity and healthy diets across 13 low- and middle-income countries showed that it was not possible to identify the specific components associated with app effectiveness among the included studies [23]. A human-centered design approach is needed to address these challenges. The uniqueness of our nutrient data capture process is demonstrated by its incorporation of human-centered, cultural, and contextually relevant features—diet capture in both English and Hindi, diet conversion into caloric components, sustained diet data collection and participant adherence through telephone-linked care, and auto-generated reminders. We conducted focus groups with the study population in addition to literature reviews, with the aim of identifying user characteristics, needs, and preferences that potentially influence users’ satisfaction with and use of the interactive, telephone-linked, personalized, human-centered decision support system [24-26].
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Abstract

Background: The COVID-19 pandemic has led to drastic increases in the prevalence and severity of insomnia symptoms. These increases in insomnia complaints have been paralleled by significant decreases in well-being, including increased symptoms of depression, anxiety, and suicidality and decreased quality of life. However, the efficacy and impact of early treatment of insomnia symptoms on future sleep and well-being remain unknown.

Objective: Here, we present the framework and protocol for a novel feasibility, pilot study that aims to investigate whether a brief telehealth insomnia intervention targeting new insomnia that developed during the pandemic prevents deterioration of well-being, including symptoms of insomnia, depression, anxiety, suicidality, and quality of life.

Methods: The protocol details a 2-arm randomized controlled feasibility trial to investigate the efficacy of a brief, telehealth-delivered, early treatment of insomnia and evaluate its potential to prevent deterioration of well-being. Participants with clinically significant insomnia symptoms that began during the pandemic were randomized to either a treatment group or a 28-week waitlist control group. Treatment consists of 4 telehealth sessions of cognitive behavioral therapy for insomnia (CBT-I) delivered over 5 weeks. All participants will complete assessments of insomnia symptom severity, well-being, and daily habits checklist at baseline (week 0) and at weeks 1-6, 12, 28, and 56.

Results: The trial began enrollment on June 3, 2020 and closed enrollment on June 17, 2021. As of October 2021, 49 participants had been randomized to either immediate treatment or a 28-week waitlist; 23 participants were still active in the protocol.

Conclusions: To our knowledge, this protocol would represent the first study to test an early sleep intervention for improving insomnia that emerged during the COVID-19 pandemic. The findings of this feasibility study could provide information about the utility of CBT-I for symptoms that emerge in the context of other stressors before they develop a chronic course and deepen understanding of the relationship between sleep and well-being.

Trial Registration: ClinicalTrials.gov NCT04409743; https://clinicaltrials.gov/ct2/show/NCT04409743

International Registered Report Identifier (IRRID): DERR1-10.2196/34409

(JMIR Res Protoc 2022;11(3):e34409) doi:10.2196/34409
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Introduction

Background
The COVID-19 pandemic and resulting mass home confinement have led to a significant increase in insomnia complaints [1-3]. Recent studies from around the world report the prevalence of moderate to severe insomnia symptoms during the pandemic to range from 17.4% to 33.7% [4-6], compared with 10% to 15% pre-pandemic [7,8]. The prevalence rate is even higher among health care workers, individuals with medical comorbidities, and individuals in close contact with the virus [9,10]. Many of these insomnia symptoms may have developed as a direct result of the pandemic and home confinement [11]. For example, increases in sleep disturbances were directly influenced by the increase in COVID-19–related deaths, supporting the relationship between pandemic severity and insomnia severity [12]. Additionally, the increase in insomnia complaints may also be in part due to the exacerbation of several established risk factors for insomnia emerging from the COVID-19 pandemic including increased loneliness, perceived stress, and screen time, together with decreased social connection and physical activity [13-16].

The observed increases in insomnia complaints are paralleled by significant decreases in well-being, including increased depression, anxiety, and suicidality and decreased quality of life [17-21]. Critically, prior research in a nonpandemic environment found that insomnia is not only highly comorbid with depression and anxiety but also a strong predictive factor in their development and prognosis [22,23]. Given these findings, it is possible that the increase in insomnia complaints following the pandemic may be directly contributing to the increased prevalence of depression and anxiety during the pandemic [17,18]. Thus, treating insomnia symptoms early may be one approach to improve well-being and prevent future depression during the COVID-19 pandemic.

Cognitive behavioral therapy for insomnia (CBT-I) is the gold standard, first-line, nonpharmacological treatment for chronic insomnia recommended by the American College of Physicians [24]. It has been proven safe and effective in adults across the lifespan, in individual [25] and group formats [26] and when delivered in person or via telehealth [27]. A recently published article [28] from the European Academy for CBT-I provided evidence supporting the efficacy of CBT-I to treat sudden-onset insomnia and the validity of telehealth-delivered CBT-I. There is evidence that CBT-I not only reduces sleep complaints in those with chronic insomnia but can also reduce depression, anxiety, and suicidality and improve quality of life [29-33]. There is further evidence demonstrating that the resulting improvements in insomnia symptoms mediate the changes in depression symptoms but not the reverse [34]. Although the literature on this is limited, taken together, this evidence suggests that providing a brief, telehealth-delivered CBT-I to individuals with newly developed, pandemic-onset insomnia complaints may not only improve sleep but also improve well-being. However, to our knowledge, there are no studies investigating whether CBT-I would be an effective early treatment for insomnia arising from a highly disruptive and stressful event, such as a global pandemic, or whether intervening early in insomnia symptom onset could help mitigate other negative mental health outcomes. Additionally, it remains unknown whether common risk factors (eg, loneliness, perceived stress, and screen time) for insomnia and poor well-being that have been exacerbated by the pandemic may impact the effectiveness of an early intervention for insomnia symptoms.

Typically, individuals with sleep disturbance do not seek treatment unless their condition develops into chronic insomnia. This delay in seeking insomnia treatment makes parsing temporal, mechanistic relationships between insomnia and well-being nearly impossible. However, lifestyle changes and stress associated with the COVID-19 pandemic created large-scale disturbances in psychological well-being and sleep. These circumstances provided a novel opportunity to study the relationship between sleep and well-being by deploying an early sleep intervention to treat insomnia symptoms that have not yet developed into chronic insomnia. These circumstances have thus provided a unique opportunity through a pilot study to respond to a public health crisis and explore the temporal interrelationship between new sleep disturbances and deterioration in well-being as well as to assess whether intervening early in sleep disturbances is enough to alter these trajectories. The findings of the pilot study, the protocol of which is detailed in this paper, will be integral for guiding larger-scale trials in nonpandemic settings.

Objectives
Our feasibility, pilot study investigates the viability of an early treatment for insomnia symptoms to treat insomnia symptoms arising during the COVID-19 pandemic and determine pandemic-related risk factors for worsening well-being and sleep outcomes. We also assess the impact of the intervention on insomnia severity and well-being across 28 weeks.

We will accomplish these objectives by conducting a waitlist-controlled trial across 28 weeks to address 3 aims.

Aim 1 is to determine whether a brief, telehealth CBT-I reduces insomnia symptoms arising during the COVID-19 pandemic. We hypothesize that CBT-I will lead to improvements in insomnia severity, as measured by the Insomnia Severity Index (ISI) [35,36], across 28 weeks. We also hypothesize that fewer participants in the CBT-I group will meet the Diagnostic and Statistical Manual of Mental Disorders 5th Edition (DSM-5) criteria for insomnia disorder, compared with the waitlist control group at weeks 12 and 28.

Aim 2 is to determine whether brief, telehealth CBT-I mitigates negative mental health outcomes arising during the COVID-19 pandemic. We hypothesize that, compared with the waitlist control group, the CBT-I group will have an improved trajectory of well-being across 28 weeks and will have better well-being at weeks 7, 12, and 28. Additionally, we hypothesize improvements in insomnia symptoms will mediate improvements in well-being from baseline to weeks 6, 12, and 28.

Aim 3 is to determine whether risk factors for insomnia that might be aggravated during the COVID-19 pandemic predict worse insomnia and negative mental health outcomes at...
follow-up. We hypothesize that self-reported high levels of social isolation, perceived stress, sleep reactivity, and screen time and low physical activity at baseline will predict worse long-term outcomes at 12 and 28 weeks across both study groups.

Methods

Trial Design

Overall Design

We designed a 2-arm randomized controlled feasibility trial to investigate the efficacy of an early, brief, telehealth-delivered insomnia treatment to prevent adverse sleep and well-being outcomes. Participants with clinically significant insomnia symptoms (current ISI total score ≥10) that began during the pandemic were randomized to either a treatment group or a waitlist control group. Treatment consists of 4 telehealth sessions of CBT-I delivered over 5 weeks. Participants in the waitlist control group do not receive any study interventions during the 28-week primary assessment period. All participants complete assessments of insomnia symptom severity, depressive symptom severity, anxiety symptom severity, quality of life, and pandemic-related risk factors at baseline (week 0), weeks 1-6, week 12, week 28, and week 56 (Figure 1). Primary outcomes focus on weeks 6, 12, and 28.

This study design creates 2 study phases: a 28-week waitlist-controlled (primary assessment) period, which allows the assessment of the therapy compared with a treatment-naive group and a delayed-start (secondary assessment) period, during which participants originally assigned to the waitlist control group receive the study therapy and participants assigned to the treatment group no longer receive study treatment (Figure 2). This allows assessment of long-term changes in sleep and well-being between individuals who underwent an early behavioral intervention for insomnia and those who did not. Our innovative approach will help elucidate mechanistic pathways between sleep and well-being as well as provide a needed clinical response to the COVID-19 pandemic and resulting mental health crisis.

Figure 1. Study flow for each treatment group from prescreening through the 56-week follow-up, with primary outcome time points occurring at weeks 6, 12, and 28. CBT-I: cognitive behavioral therapy for insomnia.

Figure 2. Study design in which the period between week 0 to week 28 is the waitlist-controlled period in which the immediate treatment group (cognitive behavioral therapy for insomnia [CBT-I]) can be directly compared with the waitlist control group (no CBT-I). At 28 weeks, participants in the waitlist group begin therapy and become the delayed treatment group.
Randomization

Participants were randomized into either CBT-I or a 28-week waitlist control condition using stratification by biological sex at birth (male, female) and baseline insomnia severity (ISI ≥ 10, ISI < 10) in a 1:1 ratio. Participants who dropped out of the study after randomization, but before the week 1 visit, were replaced in the randomization matrix. Our sample size estimates (see the Power Calculation section) accounted for this replacement.

Power Calculation

Due to the anticipated difficulties in recruitment that will likely arise from the complexities of running a study during a pandemic and the time-sensitive nature of implementing an early sleep intervention relative to both the start of the pandemic and insomnia symptoms, we view this trial as a feasibility study. Therefore, for this feasibility trial, we aimed to recruit a total of 50 subjects, which would result in 25 subjects in each study group. With this sample size, our power calculations were derived using the 2-group t test of equal means based on the difference between CBT-I and waitlist control group at 28 weeks, at a 5% level of significance. With 25 per group, the study is 80% powered to detect a large effect size (Cohen d=0.80).

Intervention

CBT-I is a comprehensive, multimodal approach that addresses maladaptive cognitions and behaviors that contribute to and maintain sleep difficulties. Treatment consists of education about the 2-process model of sleep (the homeostatic and circadian processes [37]) and their interaction with hyperarousal. Behavioral components of treatment include time-in-bed restriction (also known as sleep restriction [38]), stimulus control [39], and relaxation techniques. The cognitive component of treatment includes identification and modification of maladaptive beliefs and thought patterns about sleep to reduce sleep-related anxiety.

The study treatment protocol was adapted from Edinger’s 4-session, open-source CBT-I manual [40]. Treatment was “front-loaded,” in that Session 1 includes sleep education, stimulus control, and an initial time-in-bed restriction, based on sleep diary data collected in the 1 to 2 weeks prior to the first session. Sessions 2 through 4 are dedicated to adjusting time-in-bed based on ongoing sleep diary data, addressing treatment adherence issues, cognitive therapy, and relaxation skills. Session 4 also includes information about relapse prevention. Treatment is administered by a licensed psychologist or a doctorate-level graduate student trained and supervised by a licensed psychologist. The treatment is outlined in Table 1.

Table 1. Session by session outline of brief, telehealth cognitive behavioral therapy for insomnia (CBT-I).

<table>
<thead>
<tr>
<th>Week</th>
<th>Session</th>
<th>Time</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>60 min</td>
<td>● Review the sleep log and answers provided on the brief sleep assessment.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Educate about sleep and basic sleep hygiene instructions.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Introduce two-process model of sleep (circadian rhythm and sleep drive) and interfering role of arousal.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Determine standard wake time and initial time in bed (TIB) prescription.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Provide stimulus control instructions.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Answer questions and address concerns.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Assign homework.</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>30-45 min</td>
<td>Review sleep log and adjust TIB prescriptions.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Encourage/reinforce adherence.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Identify/troubleshoot participant’s problems in adhering to recommended changes in sleep behaviors.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Address sleep effort and sleep-related anxiety.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Review role of arousal and teach relaxation technique.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Answer questions and address concerns.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Assign homework.</td>
</tr>
<tr>
<td>3 or 4</td>
<td>3</td>
<td>30-45 min</td>
<td>Review sleep log and adjust TIB prescriptions.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Encourage/reinforce adherence.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Identify and troubleshoot the participant’s problems in adhering to prescribed interventions (TIB, relaxation).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Address sleep effort and sleep-related anxiety.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Answer questions and address concerns.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Assign homework.</td>
</tr>
<tr>
<td>4 or 5</td>
<td>4</td>
<td>30-45 min</td>
<td>Review sleep log and adjust TIB prescriptions.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Encourage/reinforce adherence.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Identify and troubleshoot the participant’s problems in adhering to prescribed interventions (TIB, relaxation).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Address sleep effort and sleep-related anxiety.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Discuss relapse prevention.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Answer questions and address concerns.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>● Provide instruction on how to continue increasing TIB if desired total sleep time is not yet achieved.</td>
</tr>
</tbody>
</table>
Control Condition
We will compare the CBT-I group to a 28-week waitlist control group. Participants assigned to the waitlist control group do not engage in any study interventions while on the waitlist (during the primary assessment period) but complete study assessments at weeks 1-6, 12, and 28. After completion of all primary study time points (28-week follow-up), those assigned to the waitlist control group receive the same 4 telehealth CBT-I sessions delivered over 5 weeks as did the CBT-I group (secondary assessment period). The waitlist control group also completes additional questionnaires during their 4 treatment sessions, but the collected data will not be included in primary analyses.

Data Collection
This study is conducted through Stanford Zoom and Stanford RedCap. The Stanford RedCap platform is developed and operated by Stanford Medicine Research Information Technology team. The RedCap platform services at Stanford are subsidized by (1) Stanford School of Medicine Research Office and (2) the National Center for Research Resources and the National Center for Advancing Translational Sciences, National Institutes of Health, through grant UL1 TR001085. All self-reported data are collected through questionnaires built on Stanford RedCap. Data from clinical interviews are entered into RedCap during the interview and then reviewed by the interviewer after the session. Once a participant is deemed eligible by the study team, they are randomized and scheduled for a second Zoom meeting with study staff. At this second Zoom meeting, they are notified of their study arm assignment by a research coordinator and complete week 1 questionnaires. If they are assigned to the treatment group, they meet with the therapist after completing week 1 questionnaires. For each following treatment session (weeks 2-5), participants meet with a research coordinator before meeting with the therapist. At the posttreatment time point (week 6), participants are sent a survey link to complete online questionnaires. If the participant is assigned to the waitlist control group, the week 1 session ends after completing the questionnaires. Participants in the waitlist control group are sent an email with a link to weekly surveys for each subsequent weekly session (weeks 2-6). Once the participant completes the week 1 questionnaires, they are considered enrolled in the study.

Recruitment, Enrollment Criteria, Screening, and Retention
Participants are adults in the United States aged 18 years or older who experienced new sleep disturbances after the start of the COVID-19 pandemic. Participants were recruited nationally through online postings, newsletters, and social media. A subset of participants was recruited from an ongoing survey-based observational study about sleep and well-being during the COVID-19 pandemic. All participants met the inclusion and exclusion criteria outlined in Textbox 1.

Interested participants completed online prescreening questions (Table 2) assessing insomnia symptoms before and after the pandemic began (March 1, 2020), insomnia symptom duration, any unstable medications, and seizure history. Participants who met the prescreening criteria (Table 2) were invited to a video call with study staff to further assess eligibility. During this call, a research coordinator explained details of the study procedures and obtained informed consent. Consenting participants and research staff obtaining consent signed the informed consent form via a RedCap survey with e-signature capabilities. Participants were emailed a copy of the signed consent form. After informed consent was obtained, a trained member of the study staff then administered clinical interviews to assess eligibility. Before ending the call, a research coordinator sent the participant a link to complete remaining online screening questionnaires at their own pace. After the participants completed all online screening questionnaires and screening interviews (described in the Measures section), the study team collectively determined if the inclusion and exclusion criteria were met.

During the screening session, sleep disturbance was assessed using the Duke Structured Interview for Sleep Disorders (hereafter referred to as Duke) [41] and ISI. Participants were excluded from the study if their reported sleep disturbance duration on the Duke began prior to the start of the pandemic or if another sleep disorder was primarily responsible for their symptoms. Two versions of the ISI were administered at screening: one assessing symptoms during the week before the pandemic began (past) and one assessing symptoms in the past 2 weeks (current). Participants were deemed eligible for the study if past ISI score was <10 and current ISI score was ≥10, as a score of 10 was found to be optimal in detecting insomnia in a community sample [36].

Participants with current or past psychosis, bipolar disorder, or epilepsy were excluded from the study due to safety concerns. Manipulating sleep increases the risk of seizures [42], mania [43], and psychosis [44] in individuals with a history of these conditions. Further, the brief version of CBT-I utilized in this study has not been validated as a reliable therapy in these populations. We administered the Mini-International Neuropsychiatric Interview (MINI) [45] to screen for psychosis and bipolar disorder and took a basic medical history to screen for history of seizures.

Participants currently abusing substances or taking over-the-counter or prescribed medications for sleep were not permitted in the study. To participate, all other medications must have been stable for at least 3 weeks, and medical conditions must have been deemed stable for at least 3 months by the study clinicians. However, hypnotics and other medications or supplements used to treat sleep disturbance were not permitted to be used during participation in the study. We collected information about current medication use as part of a basic medical history and assessed substance abuse or dependence using the MINI.

For eligible participants, data collected at the screening time point (including surveys after the session) are used as baseline measures.
Textbox 1. Criteria for study participation.

Inclusion Criteria
1. Age 18 years or older
2. Having access to the internet and an email address
3. Acute subjective complaint of sleep disturbance (Insomnia Severity Index [ISI] before the pandemic <10 and current ISI ≥10) that began after March 1, 2020 or the COVID-19 pandemic (as reported during interview)
4. Living in the United States
5. Literate and fluent in English
6. Willingness to participate in the study, sign the consent, and complete majority of questionnaires

Exclusion Criteria
1. Presence of suicidal ideation representing high risk as measured by Sheehan-Suicide Tracking Scale (S-STS)
2. Use of medication specifically prescribed for sleep disturbance and unwilling or unable to discontinue more than 1 week prior to baseline data collection
3. Current or lifetime history of bipolar disorder or psychosis
4. Current substance abuse or dependence
5. Not able to verbalize understanding of involvement in research and provide written, informed consent
6. Unstable pharmacotherapy for other mental health disorders (<3 weeks since beginning new medication)
7. Severe impediment to vision, hearing, or hand movement likely to interfere with the ability to complete assessments or are unable or unlikely to follow study protocols
8. Working rotating shift that overlaps with midnight

Table 2. Prescreening questions and responses indicating eligibility for a screening session.

<table>
<thead>
<tr>
<th>Prescreening questions</th>
<th>Response criteria for screening session</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are you currently taking any prescribed or over-the-counter sleep medication?</td>
<td>No or willing to discontinue medication prior to enrollment</td>
</tr>
<tr>
<td>Have you started a new medication within the last four weeks?</td>
<td>No</td>
</tr>
<tr>
<td>How many months have you had trouble sleeping?</td>
<td>Duration indicates symptoms started after the start of the COVID-19 pandemic (March 1, 2020)</td>
</tr>
<tr>
<td>Do you have a personal history of epilepsy, convulsions, or seizures?</td>
<td>No</td>
</tr>
<tr>
<td>Current Insomnia Severity Index</td>
<td>Total score ≥10</td>
</tr>
<tr>
<td>Past Insomnia Severity Index</td>
<td>Total score &lt;10</td>
</tr>
</tbody>
</table>

We employ several precautionary measures to reduce attrition and retain participants. First, at the beginning of the study, participants met with a member of the study team to discuss study procedures and answer questions. Participants are encouraged to ask questions throughout their involvement in the study. Participants were assigned an assessor who administers their clinical interviews at every time point, to encourage familiarity and build rapport with study staff. Participants voluntarily provided multiple different types of contact information (eg, email, phone numbers) for appointment reminders, and sessions are scheduled based on participants’ time preferences. Study staff is persistent in attempting to recontact and engage noncompliant participants. Lastly, study assessments and data collection were carefully designed to minimize barriers to participation. We carefully curated the RedCap database so that participants do not have to re-enter information previously provided, and we eliminated long, superfluous questionnaires. We also added automated features to reduce the need for technical knowledge to navigate the questionnaires.

Protection Against Risks
All enrolled participants’ depressive and anxiety symptoms are monitored by a trained clinical psychologist who reviews all adverse events and any significant changes in well-being. Unlike many research studies that recruit locally and conduct study visits in person, the present study enrolls participants across the nation who may suffer from severe depressive symptoms such as suicidal ideation. To address this unique challenge, we developed a robust distressed patient protocol adapted from the 2009 model developed by Draucker et al [46]. Our protocol includes several precautionary measures and multiple levels of assessment and risk classification. Each participant was asked to provide the phone number and email address of an emergency contact during the consenting process. At the start of the first video treatment session, the visit provider confirms the address of the participant’s physical location and has the participant’s
local emergency contact personnel readily available at each session. Study staff are trained to recognize signs of distress and indications that the participant may be having thoughts of harm to self or others. If such signs present over the course of the study visit, study staff conduct a formal risk assessment (using the Sheehan-Suicidality Tracking Scale [S-STS] if suicidal ideation is present or a homicide risk assessment if homicidal ideation is present) and determine if the participant is at imminent risk to self or others.

Study staff follow detailed instructions on how to proceed after a determination is made. If imminent threat is not determined, study participants are encouraged to follow up with their own mental health providers and are given contact information for their local emergency room, the National Suicide Prevention Lifeline, and the study psychologist. If imminent risk is determined, a warm transfer is provided to the National Suicide Prevention Lifeline. The visit provider then contacts the study psychologist, and together, they determine if contact of additional parties, including the participant’s emergency contact or local sheriff’s department, is warranted. At each stage, the study psychologist and principal investigator are apprised of steps taken, appropriate documentation is completed, and the institutional review board (IRB) is notified of any adverse events.

In addition to the aforementioned risk mitigation protocol, additional risk management strategies are utilized that leverage built-in, automated systems in RedCap if risk is detected during online survey completion. In RedCap, we established branching logic that automatically classifies subjects as low, moderate, or high suicide risk and sends precomposed emails based on risk level. Participants flagged as low, moderate, or high risk are sent direct emails with study staff contact information, as well as the National Suicide Prevention Lifeline. Those flagged as high risk are also contacted directly by the study psychologist who conducts a full risk assessment via telephone to ensure participant safety to self and others. Emergency contacts or local sheriff’s departments are contacted if a participant is deemed to be high-risk and cannot be directly reached.

**Measures**

**Screening**

During the screening session, sleep disturbance was assessed using the Duke [41] and ISI. The Duke is a structured clinical interview that screens for sleep disorders in accordance with criteria of both the DSM-IV and the International Classification of Sleep Disorders, 2nd Edition, (ICSD-2). It is composed of 4 modules that assess sleep disorder symptoms associated with insomnia, hypersomnia, circadian rhythm sleep disorders, and sleep disorders associated with parasomnias.

The ISI is a 7-item, self-report measure of insomnia severity. The items consist of severity of early, middle, or late insomnia; sleep dissatisfaction; interference with daytime functioning; perception of sleep problems by others; and distress caused by sleep difficulties. Items are scored from 0 to 4, with 0 indicating no problem and 4 indicating a very severe problem. Score ranges for insomnia are as follows: 0-7, absent; 8-14, subthreshold; 15-21, moderate; and 22-28, severe.

We administered the MINI [45] to screen for psychosis, bipolar disorder, and substance abuse or dependence. The MINI is a structured, diagnostic interview for DSM-5 psychiatric disorders that was administered by clinically trained study staff.

Suicidal ideation and behaviors are assessed using the self-report version of the S-STS [47]. The S-STS is a 15-item questionnaire assessing the risk of suicidality using a 5-point Likert scale ranging from 0 to 4, with 0 indicating no problem and 4 indicating a very severe problem. For this study, to minimize participant burden, we omitted item 15, which asks about suicide attempts, because high-risk participants would already be identified through the distressed patient protocol (described in previous sections).

**Primary Outcomes**

Primary outcomes of insomnia, well-being, and predictors of treatment response are collected at baseline (week 0), weeks 6, 12, 28, and 56. Primary outcomes of insomnia (ISI) and well-being were also collected at weeks 1-5. The primary time points are weeks 6, 12, and 28.

**Insomnia**

The change in clinically significant insomnia symptoms (meeting criteria for insomnia disorder diagnosis) and subjective ratings of current insomnia symptoms are primary measures of insomnia. Insomnia disorder diagnosis is assessed using the Duke insomnia disorder module. Subjective sleep complaints are assessed using ISI report of current symptoms over the past 2 weeks. The Duke insomnia disorder module is only collected at weeks 0, 12, 28, and 56.

**Well-being**

We measure change in depressive symptoms as primary outcomes of well-being. Depressive symptoms are evaluated using the Patient Health Questionnaire-9 (PHQ-9) [48]. The PHQ-9 is a self-administered, 9-item questionnaire that assesses each of the 9 DSM-IV depression criteria. The total score ranges from 1 to 27. Answers are given on a 4-point Likert scale ranging from 0 (Not at all) to 3 (Nearly every day), with higher scores reflecting increased severity of depressive symptoms.

**Predictors of Treatment Response**

Baseline levels of sleep reactivity and pandemic-related risk factors, including loneliness, perceived stress, screen time, social connection, and physical activity, are measured as predictors of long-term treatment outcomes.

Loneliness is measured using the University of California, Los Angeles (UCLA) Loneliness Scale [49]. This self-report measure assesses participant's subjective feelings of loneliness and social isolation. The UCLA Loneliness Scale asks participants to rate how often each of the 20 items is descriptive of them, rated from 1 (never) to 4 (often). The responses are for an overall score range of 20 to 80, with higher scores indicating greater degrees of reported loneliness.

Sleep reactivity is measured by the Ford Insomnia Response to Stress Test (FIRST) [50]. This 9-item self-report tool measures risk of participants experiencing situational insomnia due to common stressful conditions. A higher score on the FIRST...
indicates higher sleep reactivity. The FIRST has good reliability and validity and has demonstrated high internal consistency across multiple demographic groups in clinical and population-based samples [51].

Perceived stress is measured using the Perceived Stress Scale (PSS) [52]. The PSS is a widely used 14-item self-report questionnaire that assesses how stressful participants believe their lives to be. Items are generalized and measure the degree to which participants judge their lives to have been uncontrollable and unpredictable over the course of the previous month. Items are scored on a 5-point Likert scale, with total scores ranging from 0 to 56 and higher scores indicating higher levels of perceived stress.

Screen time is measured through modified self-report questions in the Coronavirus Health Impact Survey (CRISIS) [53]. Participants are asked to estimate the number of hours spent per day, over the course of the 2 recent weeks, watching television or digital media (eg. Netflix, YouTube, web surfing) or using social media (eg. FaceTime, Facebook, Instagram, Snapchat, Twitter, TikTok).

Social connection is measured by the Social Network Index (SNI) [54]. The SNI is a 12-item questionnaire that assesses participation in different types of social relationships. The 12 types of relationships (eg. friend, children, spouse, religious group member) are scored by the number of network members with which they communicate at least every 2 weeks. A higher score on the SNI indicates a larger social network.

Physical activity is evaluated using the International Physical Activity Questionnaire (IPAQ) [55]. The IPAQ assesses the time spent on an individual's physical activity across 5 life domains over the previous 7 days. The activity domains consist of physical activity related to work, transportation, housework and caring for family, and recreation and sports, as well as the amount of time spent sitting each day. Minutes of sitting and walking, as well as moderate-intensity (walking not included) and vigorous-intensity activities, were calculated for each domain and for the entire past 7 days. The IPAQ has high reliability and validity and has been widely used to measure comparable estimates of physical activity in large populations. A higher score on the IPAQ indicates an increased physical activity.

**Secondary Outcomes**

All secondary outcomes of insomnia and well-being are collected at weeks 0, 12, 28, and 56. Secondary measures of insomnia and the Generalized Anxiety Disorder-7 (GAD-7) are also collected at weeks 1-6.

**Insomnia**

Changes in sleep onset latency (SOL), number of awakenings, wake after sleep onset (WASO), total sleep time (TST), and sleep efficiency (SE) over time are measured as secondary measures of insomnia symptoms using sleep diaries; 7 days of sleep diaries are collected at baseline and weeks 1-5, 12, 28, and 56. Sleep diaries collect information about sleep and rise times, time in and out of bed, number of middle-of-the-night awakenings, duration of these awakenings, sleep quality, nap frequency and duration, and caffeine and alcohol consumption. SOL is the time in minutes from “lights out” to sleep onset. WASO is the sum of the total number of minutes of wakefulness occurring after sleep onset and before final awakening (sleep offset). TST is the total time spent asleep, from the start of sleep onset to sleep offset, subtracting any periods of wakefulness. SE is calculated as TST divided by total time spent in bed, multiplied by 100.

**Well-being**

Secondary measures of well-being include measures of anxiety symptoms, suicidal ideation, and quality of life, as well as an additional measure of depressive symptoms.

Anxiety symptoms over time are assessed using the GAD-7 [56]. The GAD-7 is a widely used diagnostic self-report scale that assesses severity of anxiety symptomology. The GAD-7 is a 7-item, 4-point Likert scale ranging from 0 to 3 that measures severity of anxiety symptoms over the previous 2 weeks, with a total score ranging from 0 to 21. Higher scores indicate more severe anxiety symptomology.

Suicidal ideation and behaviors over time are measured by the S-STS [47]. For this outcome measure, 14 items (excluding item 15) are summed for an overall score ranging from 0 to 56. Again, higher scores indicate more severe difficulties.

Quality of life is assessed using the 36-Item Short Form Health Survey (SF-36) [57]. The SF-36 is a 36-item self-report survey to assess comprehensive quality-of-life measures. It consists of 8 subscales: vitality, physical functioning, bodily pain, general health perceptions, physical role functioning, emotional role functioning, and mental health. This survey is widely used and has been proven to be a reliable indicator of quality-of-life measures. The global score range is 0 to 100, with higher scores indicating better health conditions.

The Beck Anxiety Inventory (BAI) [58] is used as a measure of anxiety symptom change over time. The BAI is a 21-item self-report scale that assesses the severity of anxiety symptoms. Items are scored from 0 to 3. Higher scores indicate greater levels of severity, and the ranges for anxiety levels are as follows: 0-9, normal to minimal; 10-18, mild to moderate; 19-29, moderate to severe; and 30-63, severe. The BAI consists of 2 factors: somatic and cognitive.

The Beck Depression Inventory-II (BDI-II) [59,60] is used as a secondary measure of depressive symptom change over time. We will sum all items except one sleep item, and the average item score for the remaining 20 items will be multiplied by 21 (the original number of items) to create a modified depression scale that maintains the original range (ranges: 0-13, minimal; 14-19, mild; 20-28, moderate; and 29-63, severe). The BDI-II is a 21-item self-report scale with high validity and reliability that assesses the severity of depressive symptoms. The depressive items consist of sadness, pessimism, past failure, loss of pleasure, guilty feelings, punishment feelings, self-dislike, self-criticalness, suicidal thoughts or wishes, crying, agitation, loss of interest, indecision, worthlessness, loss of energy, changes in sleep pattern, irritability, changes in appetite, concentration difficulty, tiredness or fatigue, and loss of interest...
in sex. Items are scored from 0 to 3, and higher scores indicate greater level of severity.

### Statistical Procedure and Data Analysis

Given the nature of this feasibility study, for all our analyses and interpretation, we will place a primary emphasis on estimation of effect sizes and confidence intervals rather than on testing statistical significance.

#### Primary Analyses

Statistical analyses aim 1 is to determine whether a brief, telehealth CBT-I reduces insomnia symptoms arising during the COVID-19 pandemic. All primary analyses will be performed using the intention-to-treat principle. We will test whether CBT-I is superior to a waitlist control in reducing insomnia symptoms by using a mixed effects linear model with autoregressive error structure using intention-to-treat analysis with outcomes at time points 6, 12, and 28. Insomnia severity as measured by the ISI will be entered as the dependent variable with randomization group (2 levels), time point (weeks 0, 6, 12, and 28), and group-by-time interaction included as fixed effects. The model will also include a random slope. Several hypotheses (1.1a-d) will be tested using the described mixed effects model.

Hypothesis 1.1a is that individuals assigned to the CBT-I group will experience an improved trajectory of insomnia symptoms during the waitlist-controlled 28-week period relative to those assigned to the waitlist control group. This hypothesis will be tested using a likelihood ratio test of the coefficients of the time and group-by-time interaction of the aforementioned mixed effects linear model.

Hypotheses 1.1b-1.1d are that individuals assigned to the CBT-I group during the waitlist-controlled period will have lower insomnia symptoms compared with those assigned to the waitlist-control group immediately posttreatment (hypothesis 1.1b; week 6) and at the short-term (hypothesis 1.1c; week 12) and long-term (hypothesis 1.1d; week 28) follow-ups. These hypotheses will be tested using the aforementioned mixed effects linear model with independent likelihood ratio tests using the treatment coefficient for the posttreatment (hypothesis 1.1b; \( \Delta_1 \) in Figure 2), short-term (hypothesis 1.1c; \( \Delta_2 \) in Figure 2), and long-term (hypothesis 1.1c; \( \Delta_3 \) in Figure 2) follow-up time points.

We will also test whether CBT-I is superior to the waitlist control in preventing an insomnia diagnosis following treatment by using multiple logistic regression analysis.

Hypotheses 1.2a and 1.2b are that individuals who were assigned to the CBT-I group will be less likely to have an insomnia diagnosis than those who were assigned to the waitlist control group at weeks 12 and 28. These hypotheses will be tested using 2 separate logistic regression models, one using the short-term (hypothesis 1.2a; 12 weeks) and one using long-term (hypothesis 1.2b; 28 weeks) follow-up insomnia diagnosis, as defined by the Duke, as the dependent variable, with treatment (CBT-I, waitlist) as the independent variable.

Statistical analyses aim 2 is to determine whether a brief, telehealth CBT-I improves well-being during the COVID-19 pandemic. We will test whether immediate CBT-I is superior to a waitlist control in improving depressive symptoms as the primary measure of well-being during the waitlist-controlled period (28-week duration) by using a mixed effects linear model with autoregressive error structure using intention-to-treat analysis. Depression severity, as assessed by the BDI-II, will be entered as the dependent variable with baseline covariates used for stratified randomization (ie, baseline insomnia severity and sex), group (immediate CBT-I or waitlist control), time point (weeks 0-6, 12, and 28), and group-by-time interaction included as fixed effects. The model will also include a random slope. Separate, secondary analyses will be conducted on the secondary measures relating to well-being described in the Secondary Outcomes section (eg, anxiety, suicidality, quality of life). Several hypotheses will be tested using this model.

Hypothesis 2.2a is that individuals assigned to the CBT-I group will have an improved trajectory of depressive symptoms across the 28 weeks relative to individuals assigned to the waitlist control group. This hypothesis will be tested using a likelihood ratio test of the coefficients of the time and group-by-time interaction terms of the aforementioned mixed effects linear model.

Hypotheses 2.2b-2.2d are that individuals assigned to the CBT-I group will have lower depressive symptoms compared who those who were assigned to the waitlist control group immediately posttreatment (hypothesis 2.2b; week 6) and at the short-term (hypothesis 2.2c; week 12) and long-term (hypothesis 2.2d; week 28) follow-ups. These hypotheses will be tested using the aforementioned mixed effects linear model with independent likelihood ratio tests using the treatment coefficient for the posttreatment (hypothesis 2.2b; week 6), short-term (hypothesis 2.2c; week 12), and long-term (hypothesis 2.2c; week 28) follow-up time points.

Hypothesis 2.3 is that improvement in insomnia symptom severity (measured by the ISI) will mediate subsequent improvement in well-being from baseline (week 0) to posttreatment (week 6), short-term follow-up (week 12), and long-term follow-up (week 28). Using the approach described by Kraemer at al [61] and Manber et al [34], linear regression analyses will be used to determine whether change in the ISI score from Session 1 (week 1) to Session 4 (week 5) of treatment mediates the subsequent depressive symptom improvement (primary outcome measure) after the completion of treatment (week 6). Change in ISI score at Session 4 will be estimated as the slope of the regression line of ISI scores from Session 1 (week 1) through the treatment phase to Session 4 (week 6) using all available data from each participant. The model will include group (CBT-I or waitlist control), change in ISI score from Session 1 to Session 4 (participant specific slopes), and their interaction with depression severity, as measured by the PHQ-9, as the dependent variables. Mediation will be tested using the MacArthur approach as described by Kraemer et al [62]. Specifically, a mediation effect requires a significant effect of the intervention on the mediator (Path A in Figure 3) and a significant association between the mediator and the outcome (Path B in Figure 3).
Statistical analyses aim 3 is to determine whether risk factors for insomnia that are aggravated during the COVID-19 pandemic predict worse insomnia and well-being outcomes at follow-up.

Hypothesis 3 is that high levels of social isolation, perceived stress, sleep reactivity, and screen time and low levels of physical activity caused by the COVID-19 pandemic will collectively predict a worse long-term outcome across both intervention arms. Two separate linear mixed models will be conducted for each outcome variable (insomnia severity and depressive symptoms). In each model, the outcome variable at 12 weeks and 28 weeks will be entered as the dependent variable with social isolation, perceived stress, sleep reactivity, screen time, and physical activity measures at baseline as well as experimental arm entered as predictors.

Secondary Analyses
Secondary analyses will be conducted. (1) Analytic methods described in the primary aims will be repeated but applied to secondary measures of sleep disturbance and well-being outcomes as described in the Secondary Outcomes section. (2) Analytic methods described in the primary aims will be repeated but applied to outcome measures collected at week 56. (3) Sparse unsupervised clustering and principal component analysis analyses will be used to identify cohesive factors of dysfunction in sleep complaints and patterns of mental health outcomes at baseline. Regression models will be used to quantify the relationships within and between sleep complaints and patterns of mental health outcomes. (4) Age and sex differences in treatment response and as moderators of relationships between sleep complaints, insomnia risk factors, and mental health outcomes will be explored.

Ethics Approval and Trial Registration
The IRB of Stanford University (Stanford, CA) approved the study, which is performed following the rules of the seventh edition (2013) of the Declaration of Helsinki (IRB-55940). It received initial approval from the IRB on April 30, 2020.

Results

Trial Status and Timeline
The trial began recruitment on June 4, 2020, and the first participant was consented on June 10, 2020. As of October 2021, 794 subjects had completed prescreening, and 96 subjects had completed a Zoom screening session. A total of 49 participants were randomized to a study group (26 to the CBT-I group and 23 to the waitlist control group). Overall, 38 participants had completed the week 6 follow-up, 37 had completed the week 12 follow-up, 34 had completed the week 28 follow-up, and 15 had completed the week 56 follow-up. At the time of this writing, there were an additional 3 participants awaiting the 28-week follow-up and a total of 23 participants awaiting the week 56 follow-up (13 in CBT-I and 10 in waitlist control group). The study closed to enrollment of new subjects on June 17, 2021. As of the writing of this paper, due to the outstanding data collection of the remaining 28- and 56-week data, we had conducted interim analyses for the week 6 follow-up but had not tested the results of our primary hypotheses in full. We expect primary results of the study to be published in 2022.

Discussion
Here, we outline the protocol of an innovative research project responding to the mental health crisis related to the COVID-19 pandemic. We aim to address several gaps in the literature by investigating the use of an early, brief, nonpharmacological insomnia intervention delivered via telehealth to treat insomnia symptoms arising during a stressful life event and prevent worsening insomnia or mental health outcomes. This study represents multiple levels of innovation. First, to the best of our knowledge, this is the only project clinically responding to the large-scale increase in sleep disturbance during the COVID-19 pandemic. Although many studies are documenting the robust changes in sleep during the pandemic, this project is the first to test an intervention and examine pandemic-related predictors of intervention response. Second, on a broader scale, this is one of only a few studies testing the prospective temporal relationship between sleep disturbance and well-being. Lastly, to our knowledge, this is the only study of early deployment of CBT-I to treat insomnia symptoms arising from a stressful global event.

This study was conceived and launched in response to the global pandemic of COVID-19, which, while rendering it novel, presents unique challenges. First, to address our scientific questions, we sought to recruit participants early in the course of their sleep disturbance, causing a significant urgency to
launched the study. This time pressure led us to conduct this study with limited resources, which impacted our recruitment efforts. We were unable to offer compensation for participation. We relied heavily on recruiting participants through free online platforms, such as social media posts, online message boards, and electronic newsletters. Due to these recruitment concerns and the resulting decreased statistical power for the planned analysis, we view this as a feasibility study. Therefore, the planned analyses and publications resulting from this protocol will utilize effect size estimates, rather than statistical significance, to provide pilot and feasibility data to inform future hypotheses. A second potential limitation is the unequal attrition rate in the treatment versus the waitlist control group. Since participants are not financially compensated, the primary motivation of participation is meeting with a therapist on a weekly basis to address their sleep concerns. Thus, it is possible that individuals in the waitlist control group were more likely to decline to participate in follow-up time points due to loss of interest or spontaneous improvement in symptoms over time. Although this could potentially affect the ability to detect significant differences in between-group comparisons at the long-term follow-up time points due to inadequate power, our analytic approach using regression models has the advantage of increased efficiency and power over unadjusted analyses [63,64]. We will address this issue by assessing whether missingness is related to any observed covariates. If this is the case, an issue of greater concern is the potential bias in the estimate of the treatment effect if neither the missing completely at random (MCAR) nor the missing at random (MAR) assumption holds. Although mixed effects linear models lead to unbiased estimates of the treatment effect under the MCAR and MAR assumptions, estimates may be biased under nonignorable missingness. Further sensitivity analyses will be performed if this is the case.

Although the unique conditions created by the COVID-19 pandemic posed many novel challenges, it also raises the potential significance of this protocol and feasibility study: It is unlikely that we or another group will be able to replicate this study in the future. Therefore, although the sample will be smaller than nonpandemic trials, it will likely be the largest sample to report on a sleep intervention deployed during the acute stage of a global pandemic. Supporting our hypothesis, the findings of a recent, large-scale clinical trial indicate that treatment of insomnia with CBT-I has an overall benefit in the prevention of incidence and recurrence of major depression in older adults with insomnia disorder. However, this trial utilized an in-person intervention in subjects with chronic insomnia [65]. Our study remains important by extending these findings to address the public health need for an effective, remote intervention to treat insomnia early and potentially prevent negative well-being outcomes. This project will lay the groundwork for future studies investigating early deployment of CBT-I to treat insomnia precipitated by a stressful event and whether this prevents adverse mental health outcomes for which poor sleep is a risk factor. Further, our investigation of pandemic-related risk factors for insomnia could guide future hypotheses for studies conducted in nonpandemic conditions.
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Abstract

Background: Despite many efforts, long wait times and overcrowding in emergency departments (EDs) have remained a significant health service issue in Canada. For several years, Canada has had one of the longest wait times among the Organisation for Economic Co-operation and Development countries. From a patient’s perspective, this challenge has been described as “patients wait in pain or discomfort for hours before being seen at EDs.” To overcome the challenge of increased wait times, we developed an innovative ED management platform called SurgeCon that was designed based on continuous quality improvement principles to maintain patient flow and mitigate the impact of patient surge on ED efficiency. The SurgeCon quality improvement intervention includes a protocol-driven software platform, restructures ED organization and workflow, and aims to establish a more patient-centric environment. We piloted SurgeCon at an ED in Carbonear, Newfoundland and Labrador, and found that there was a 32% reduction in ED wait times.

Objective: The primary objective of this trial is to determine the effects of SurgeCon on ED performance by assessing its impact on length of stay, the time to a physician’s initial assessment, and the number of patients leaving the ED without being seen by a physician. The secondary objectives of this study are to evaluate SurgeCon’s effects on patient satisfaction and patient-reported experiences with ED wait times and its ability to create better-value care by reducing the per-patient cost of delivering ED services.

Methods: The implementation of the intervention will be assessed using a comparative effectiveness-implementation hybrid design. This type of hybrid design is known to shorten the amount of time associated with transitioning interventions from being the focus of research to being used for practice and health care services. All EDs with 24/7 on-site physician support (category A hospitals) will be enrolled in a 31-month, pragmatic, stepped wedge cluster randomized trial. All clusters (hospitals) will start...
with a baseline period of usual care and will be randomized to determine the order and timing of transitioning to intervention care until all hospitals are using the intervention to manage and operationalize their EDs.

**Results:** Data collection for this study is continuing. As of February 2022, a total of 570 randomly selected patients have participated in telephone interviews concerning patient-reported experiences and patient satisfaction with ED wait times. The first of the 4 EDs was randomly selected, and it is currently using SurgeCon’s eHealth platform and applying efficiency principles that have been learned through training since September 2021. The second randomly selected site will begin intervention implementation in winter 2022.

**Conclusions:** By assessing the impact of SurgeCon on ED services, we hope to be able to improve wait times and create better-value ED care in this health care context.

**Trial Registration:** ClinicalTrials.gov NCT04789902; https://clinicaltrials.gov/ct2/show/NCT04789902

**International Registered Report Identifier (IRRID):** DERR1-10.2196/30454

**KEYWORDS**
SurgeCon; emergency department; stepped wedge design; cluster randomized trials; wait time
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**Introduction**

**Background**

Long wait times and overcrowding are challenging emergency departments (EDs) around the world [1-4]. Several other countries with advanced health care systems cannot keep pace with patient demand. In particular, Canada ranks among countries with the longest wait times compared with those of peer-industrialized countries [5]. The Canadian Institute for Health Information (CIHI) reported an 11% increase in ED wait times from 2015-2016 to 2016-2017 [2]. This translates to long wait times and deters patients from pursuing the necessary care they need and increases the likelihood of patients leaving the ED without being seen (LWBS) by a physician [6,7]. In Newfoundland and Labrador, Canada’s easternmost province, long wait times are plaguing the province much like the rest of Canada [8-10].

The Newfoundland and Labrador provincial government and the province’s 4 regional health authorities (RHAs) have the option of expanding the health care workforce [11,12] at a time of historic fiscal restraint or finding effective interventions to improve the efficiency of their current ED service [13]. Overtime [14-16], expanding the ED [17,18] and redirecting patients to primary care [19,20] have not been shown to be effective. According to an October 2020 report from the CIHI, ED services are making up a larger percentage of total hospital spending with a 4% annual growth rate, which was observed between 2005 and 2019 [21]. The same report states that ED staff are twice as likely to work overtime compared with staff in other departments [21].

We have created a quality improvement intervention called SurgeCon. As a pragmatic ED management platform, SurgeCon includes 3 separate components (described below) that together act to decrease wait times and improve the sustainability of Newfoundland and Labrador’s ED services without significant workforce changes. These interventions include restructuring the ED organization and workflow, fostering a patient-centric environment, and quantifying ED demands and available resources in real time. SurgeCon is designed to enable frontline health care workers to anticipate and mitigate surges in patient volume through a series of proactive steps and decision-making tools. SurgeCon attracted the attention of the Newfoundland and Labrador Eastern Health (EH) RHA after they missed their own ED wait time benchmarks in 2016 [22]. The initial development of the SurgeCon intervention came about after an external review was completed by an independent third party to determine which areas of ED operations could be adjusted to improve wait times and departmental efficiency. The external review was one of many components included in a provincial wait time reduction initiative [23].

We piloted SurgeCon at the ED located in Carbonear, Newfoundland and Labrador, an EH administered hospital, over 45 months from July 1, 2013, to March 31, 2017. Data from the pilot study were analyzed using an interrupted time series analysis to assess its effect on ED performance. The resulting change in indicators was noteworthy, despite a 25.7% increase in patient volume. Over the course of the 45-month pilot study, average time to physician’s initial assessment (PIA) decreased from 104.3 (SD 9.9) minutes to 42.2 (SD 8.1) minutes, length of stay (LOS) in the ED decreased from 199.4 (SD 16.8) minutes to 134.4 (SD 14.5) minutes, and the number of patients LWBS decreased from 12.1% (SD 2.2%) to 4.6% (SD 1.7%). All of these changes were statistically significant. The marked and sustained impact of SurgeCon on ED performance in Carbonear supports the case for its extension to other EDs.

The proposed innovative clinical trial and the implementation of SurgeCon (see the implementation paper) [24] will generate practical information on its effectiveness in a range of urban and rural ED settings and generate data to support its more comprehensive implementation. Given the successful results from the pilot study, and if SurgeCon proves to address ED patient flow issues in this study, the rest of Canada and other countries could significantly benefit from its implementation.

Given the scope of the SurgeCon research program, a separate protocol related to evaluating the intervention’s implementation was published in a separate article [24]. This research protocol focuses on the innovative clinical trial stepped wedge cluster randomized trial (SW-CRT) design used to assess the effectiveness of the intervention. In this protocol paper, we will provide a brief description of the intervention and associated
research activities that will be carried out at each of the 4 selected ED sites.

**Study Aim and Objectives**

In this study, we present the protocol for a 31-month SW-CRT trial. Our aim is to evaluate the performance of the SurgeCon platform in improving important patient and service process outcomes in EDs in an RHA in Newfoundland and Labrador and develop strategies to promote its scalability, sustainability, and successful implementation across the Canadian health system. The primary objective of the trial is to evaluate the effects of SurgeCon on ED performance by assessing its impact on LOS, PIA, and LWBS. The secondary objective of the trial is to assess the intervention’s impact on patient satisfaction and patient-reported experience with ED wait times and its ability to create better-value ED services by reducing ED costs.

**Methods**

**Ethics Approval**

This study has been approved by the Newfoundland Labrador Health Research Ethics Board with researcher portal file 20201482.

**Study Setting**

Newfoundland and Labrador’s health care system is delivered through four RHAs: EH, Central Health, Western Health, and Labrador-Grenfell Health. The eastern RHA will be participating in this research initiative as a collaborative research partner and will be the only RHA participating in the study. The other 3 health authorities will act as knowledge users and will not be included in the SurgeCon trial. However, the research team will provide interim reports to the other health authorities to allow them to monitor and learn from research findings over the course of the study period to guide future implementation in their own centers.

This is a multisite study, including 2 urban and 2 rural EDs with 24/7 on-site physician support in the EH region of Newfoundland (Figure 1). The remaining 2 EDs with 24/7 on-site physician support within the study area that are not receiving the intervention are a pediatric ED, which operates differently and has wait times that differ greatly from adult or general ED, and the Carbonear General Hospital, which was chosen for the pilot study. The 4 sites receiving the intervention include 2 urban sites (Health Sciences Centre and St. Clare’s Mercy Hospital) and 2 rural sites (Dr. G.B. Cross Memorial Hospital and Burin Peninsula Health Care Centre).

**Study Population**

All individuals who visited any of the 4 selected EDs during the study period will be included in the collection of deidentified health administrative data. We will also collect and monitor ED-level key performance indicator (KPI) data such as LOS, PIA, and LWBS because they are impacted by patient volume. Patients who receive care at these EDs will be randomly selected for subsequent follow-up after they are discharged to collect information related to their experience in the ED and to determine their level of satisfaction with the care that they received.

**Site Randomization**

As we will be evaluating the effectiveness of SurgeCon using an SW-CRT, the 4 different hospitals will be randomized, with 1 ED site starting at the first sequence. The next site will start 6 months later in the second sequence and will continue until

---

Figure 1. Emergency department (ED) locations in 4 regional health authorities of Newfoundland and Labrador (NL). iCT: innovative clinical trial.
all EDs are allocated to sequences. A simple random sample will be performed by the study statistician, who will generate a randomization list using statistical software that will determine the order of intervention implementation. The researchers and participants will not be blinded to whether they are in the intervention or the control cohort.

**Patient Randomization**

To assess patient-reported experiences and satisfaction, discharged patients who are subsequently contacted to complete satisfaction and patient experience surveys will be randomly selected using a random time and date generator program.

**Study Outcomes**

The SurgeCon study aims to measure both ED KPIs (LOS, PIA, and LWBS) and patient perceptions and satisfaction related to the care they received in the ED. Patient health outcomes, use of health care resources, and overall cost will also be assessed based on a patient’s arrival time. We will also collect information on the potential adverse effects of the intervention such as 24-hour readmission and mortality. These data will help examine trends in mortality and readmissions before and after intervention implementation.

The study uses a comparative effectiveness-implementation hybrid design and includes outcomes for effectiveness and implementation. Two measurement levels will be considered for the study, ED- or service-level and patient-level outcomes will be used to determine the effectiveness of SurgeCon. To guide our choice of outcomes and to determine how best to evaluate the intervention’s implementation, we applied a combination of 2 frameworks, that is, RE-AIM (reach, effectiveness, adoption, implementation, and maintenance) and Consolidated Framework for Implementation Research [25,26]. To guide our implementation strategy, we will collect data related to organizational climate, fidelity of staff training, fidelity of intervention delivery, implementation cost, barriers and enablers to adoption, implementation, institutionalization, intervention acceptability, intervention appropriateness, feasibility of maintaining SurgeCon, sustainability of SurgeCon, and scalability of the SurgeCon intervention. Detailed information on implementation assessment and outcomes is available via our other work [24].

**Study Design**

The SW-CRT design is a novel, robust, and flexible 1-way crossover cluster randomized trial design increasingly being used in trial arms with varying time delays in which all clusters start from the control condition to the active intervention condition state. In particular, this longitudinal stepped wedge study design includes a repeated cross-sectional design, as illustrated in Figure 2, where each hospital will eventually receive the intervention. All participating sites will begin the trial in a control condition where they will continue to use a usual care model or the model of care provided before the beginning of the trial. Each site will switch from providing usual care to providing care using the intervention that will take place at predetermined time periods during the study. At the end of the trial experiment, each of the sites will have implemented all of the intervention’s components. The stepped wedge randomized trial design used in this study is normally carried out at the cluster level rather than at the individual level. Therefore, a clustered randomized stepped wedge design will be the focus of this protocol.

**Figure 2.** Schematic representation of a SW-CRT with 4 steps for a 31-month study period. SW-CRT: stepped wedge cluster randomized trial.

The advantages of the SW-CRT include logistical flexibilities, efficiencies in terms of power, and sample size compared with traditional (clustered) parallel-group designs. Furthermore, the ethical advantages in longitudinal and open cohort studies have also been recognized [27-29]. A simple random sampling technique will be used to determine the order of intervention implementation across the 4 selected sites. The assignment of 1 cluster per sequence will maximize statistical power. The study period can be subdivided by four 6-month steps. Each step starts with the implementation of the intervention at one of the 4 selected sites. Observations are collected repeatedly from each cluster in multiple periods. The key parameters such as the number of clusters or clusters per sequence, steps, and measurement periods (both control and intervention conditions), intracluster correlation coefficient (ICC), and effect size are required for sample size calculation for the SW-CRT design.
The total study period available for the intervention to remain active is 31 months, and it is expected that at least one month will be needed for training and implementation at each ED site. A 1-month intervention adoption period was considered to be sufficient for the intervention to be fully operationalized for a single cluster. During the first 6 months of the baseline period, all patients who visit any of the 4 hospitals will receive usual care. After the baseline period, a randomly allocated hospital will begin SurgeCon intervention implementation every 6 months and will continue to use the intervention for operations and management until the end of the study. Staff at each of the randomly selected hospitals will undergo training, establish processes and guidelines that are consistent with efficiency principles covered during training, and begin routine data entry. During the last 6 months of the study period, all 4 hospitals will be operating using the SurgeCon ED management platform exclusively. We will be monitoring the characteristics of each hospital and the composition of their associated frontline teams to determine if significant changes have occurred since the control period and whether an adjustment to our analysis plan is required.

**Sample Size**

On the basis of the results of a pilot study conducted at a rural ED site in EH’s jurisdiction, we established a common framework for optimal sample size calculations when the number of clusters available for randomization is limited to 4 sites for the SW-CRT design. We chose 1 cluster, which will cross over to an intervention state at a randomly assigned step. To keep things relatively simple, we assume that an equal number of observations is sampled in each cross section of each cluster. Alternatively, we expect an equal amount of observations per period per cluster. Results from our pilot study show a 15% to 30% decrease in the LOS or wait times between 6 and 30 months after Surgecon implementation [30-32]. This trial is powered to detect a 15% change in LOS at 5% of type I error and 80% power with an ICC of 0.1. To detect this change, a minimum sample size of N=20,280 (169/month/hospital for 30 months and 4 hospitals) is required. To be able to conduct age, sex, and patient acuity subgroup analyses for all ED visits across the 4 intervention sites, we will include all ED visits for this portion of the analysis as there is a low cost associated with extracting data from existing ED repositories, which routinely capture patient record-level information. For patient satisfaction, the study is powered to detect a 30% change in patient-reported experience measures or patient satisfaction [34-37] at a 5% of type I error and 80% power with an ICC of 0.1. Therefore, a sample size of 1320 (11/month/hospital for 30 months and 4 hospitals) would be sufficient for this study. Considering a 50% response rate, we will conduct surveys per month per hospital. In particular, we demonstrated the required sample size and power calculation procedure with illustration for different combinations of the ICC to detect the standard effect size. For this illustrative purpose, we consider a clinical trial powered to detect a 10% to 30% reduction in wait times on a continuous scale at the 4 different EDs with 5% of type I error rate and 80% power.

**Data Collection and Monitoring**

Aggregate- and individual record-level data will be analyzed over the course of the study period to assess the effect of the intervention on patient outcomes, health service efficiency, and the cost of providing emergency care. Our analysis will include aggregate KPI data, record-level health administrative data, and aggregate financial data and will be provided to the research team by the Newfoundland and Labrador Centre for Health Information. The ED KPIs (ie, LOS, PIA, and LWBS) used as the primary outcomes for this study are further described in Table S1 in Multimedia Appendix 1 alongside other variables that will be used for statistical modeling. Each of the primary outcomes will be calculated and assessed monthly over the course of the study period. The total number of monthly ED visits will be used as the denominator for our cluster-level summaries.

Individual record-level health administrative data will include demographic variables (eg, sex, date of birth, and postal code), mortality data, wait times data, diagnosis data, and triage acuity scores, among other variables. These data will be used to create aggregate KPI and financial data provided by Newfoundland and Labrador Centre for Health Information and to assess the intervention’s impact on the type and volume of patients who visit one of the 4 selected ED sites during the study period. Financial data will capture expenditures for staff, supplies, and procedures originating from the ED and will include data related to pharmacy, diagnostic imaging, laboratory testing, surgical day care, operating room procedures, physician salaries, physician fees for service claims, nurse salaries, administrative staff salaries, ambulance services, and other related ED costs.

Patient-reported experiences and patient satisfaction survey data will be collected 3 to 5 days after ED discharge via a telephone interview conducted by a research assistant who is also an EH employee. No identifiable information related to their ED visit will be collected during the survey, and patient consent will be obtained before the interview through an implied consent process that does not require a signed consent form. We provide all study participants with the opportunity to request an informed consent document that can be provided by email or post mail and contains contact information for the principal investigator and project manager. To minimize the loss to follow-up, the research assistant will attempt to reach patients up to 3 times within 2 weeks of the initial attempt. The interview will take <30 minutes, using a questionnaire we created based on CIHI’s patient-reported experiences [38] and patient satisfaction surveys for EDs [39]. Although most of Newfoundland and Labrador’s population is English speaking (97%) [40], language was not considered an exclusion criterion. Patient interview responses will be stored via Qualtrics (a web-based survey program), where research team members will be able to analyze the data while maintaining patient anonymity. An important consideration for this approach is that the only ethically approved means of contacting patients is by telephone using patient contact information at EH. Other options were explored such as surveying patients directly in the ED, but it was deemed unsuitable, as many patients are not likely to be in a physical or mental state conducive to participating in a study.
Beyond the data provided by traditional provincial data custodians, we will also consider the SurgeCon platform’s routinely collected aggregate data. These data include calculated SurgeCon levels, ED beds, bed availability, patient acuity, and patient process tracking. The SurgeCon action-based protocol is subdivided into 5 levels of escalation and is used to indicate the level of demand, availability of resources, and capacity in the ED. The levels range from 1 (optimal operating conditions) to 5 (very busy or patient surge). They are calculated using several variables such as ED and inpatient unit bed availability, resource shortages, and number of patients in the waiting room left to be triaged or seen by a physician, among many other options. A charge nurse or other frontline staff manually enter variables used by SurgeCon’s algorithm to determine SurgeCon levels via a data entry portal. Any data entered into the data entry portal will be made accessible to the research team through the creation of a special user role that provides access to all site-specific information and the ability to export collected data.

Our implementation strategy includes the operationalization of routine data capturing by charge nurses. The research team will regularly monitor data quality and completeness across all study sites. We will be working with frontline health care staff at each of the sites to find solutions when sites are found to be missing data entry intervals or if data quality is low. We are exploring opportunities to automate data collection for certain variables if they are found to be feasible and appropriate.

Statistical Analysis

Analyses

The characteristics of hospitals and patients will be recorded. We will describe the clinical and demographic characteristics of hospitals and patients for each period. We will report the response for patient satisfaction surveys and report the duration of intervention adherence at each study site and, if applicable, the reasons for noncompliance. For each outcome, we will report the results for each period, including the effect size and its precision. The 30 months of cumulatively collected data from ED and provincial health administrative databases in both the intervention and usual care periods will be modeled as a linear mixed model. We plan to analyze research data using a generalized linear mixed model (GLMM) [41] or generalized estimating equation [42]. Hussey and Hughes [43] have suggested a model-based approach for analyzing data using a repeated cross-sectional design where outcome measurements will be measured from different individuals at each measurement interval. This approach was proposed for continuous outcome variables and has been commonly used at the design stage of these studies [44]. Individuals within the same cluster are likely to be positively correlated, and the strength of the correlation can be measured by the ICC under this model and is assumed to be constant over time. However, the model suggested by Hussey and Hughes [43] has been extended to allow a more general correlation structure between individuals within the same cluster [45-47]. We will adhere to the intention-to-treat analysis; however, sensitivity analyses for comparing the results under the intention-to-treat assumption with the complier and per protocol will be conducted. Moreover, interim analyses will be conducted on a monthly basis to inform us about the findings in a timely manner and allow us to make any modifications if required [48].

The primary method of analysis used in this study is GLMM, which will consider monthly cluster-level summary measures such as means of LOS, PIA, or proportion of LWBS. Our GLMM models will include fixed effects for time, intervention effects, random effects, and random time effects for each cluster. In addition, ED setting (rural or urban), ED volume, and size of ED administrative resource will be added as cluster-level covariates. For secondary outcomes such as patient-reported experience and satisfaction, our individual-level GLMM models will include fixed effects for time, intervention effect, and random effects and random time effects for each cluster, with the covariates consisting of age, gender, the reason for ED visit, and cluster-level LOS, PIA, and proportion of LWBS.

Analytical Considerations

In the basic model suggested by Hussey and Hughes [43], a homogeneous secular trend is assumed across all clusters. However, this SW-CRT has numerous methodological difficulties such as confounding with time, time-varying correlation structure, change in treatment effect over time, within-cluster contamination, and change in design variation. These complexities differ according to the way SW-CRTs are designed. A summary of key methodological issues that need extra consideration when reporting SW-CRT is presented in Table S2 in Multimedia Appendix 1. We will be continuously monitoring and intervening when necessary to manage analytical challenges associated with this kind of design. Any unexpected event during the study period will be recorded, and methodological approaches to overcome the issue will be described in the reports.

Patient Engagement

As a patient-oriented study, the inclusion of patients in the research team is critical. An example of this is our lead patient research partner who has been advising the research team since the pilot study. The research team is also advised by the patient engagement working group, which comprises the lead patient partner, scientific patient engagement lead, clinicians, researchers, and students. We designed the protocol to give patients a variety of opportunities to participate in research activities. Applicable research activities vary in terms of the level of engagement required (eg, surveys vs full-team membership). We are currently recruiting additional patient research partners for the study’s patient engagement working group, but patients can also be involved in other committees and working groups suited to their interests and needs. Overall, the level of engagement will vary from receiving information to consultation to full collaboration with patient partners to inform all project activities. We used 4 essential pillars, as suggested by Shippee et al [49], to inform our patient engagement strategy, which is further described in our implementation protocol [24]. We are committed to upholding the guiding principles of inclusiveness, support, mutual respect, and cobuilding inherent in these pillars.
Impact of COVID-19

The impact of the COVID-19 pandemic on the study and its protocol is ongoing. Public health care measures such as stay-at-home orders, handwashing, and physical and social distancing compounded with COVID-19 concerns have caused rapid disruptions in daily life and a delay in the implementation of the intervention. A notable effect may be a significant change in the number of patients visiting EDs. The fear that the public is experiencing because of COVID-19 is likely exacerbated by measures related to stay-at-home orders, self-isolation protocols, including quarantines, travel restrictions, and closures of nonessential businesses. With most of Newfoundland and Labrador’s residents practicing social distancing and self-isolating and an increase in the number of workers who are now working remotely, the potential for injuries such as trauma due to motor vehicle collisions may decline considerably [50]. Given the potential reduction in injury and the climate of fear at the beginning of the COVID-19 pandemic, patients were found to be less likely to use hospital ED services [51]. Another impact of the pandemic is the temporary suspension of essential and nonessential medical procedures. The suspension of certain health care services may have downstream effects on wait times because delays in surgeries and other important medical procedures could increase the number of higher acuity patients who develop complications because of the delay. These higher acuity patients require additional resources and time and can have a significant impact on patient flow and wait times. Other pandemic-related considerations include added wait times because of public health measures such as increased handwashing, social distancing, donning and doffing of personal protective equipment, and sanitizing high-touch surfaces. More recently, a transition from in-person to web-based or telephone family physician consultations may be increasing ED patient volumes [52,53]. The pandemic has also exacerbated issues related to physician and nursing shortages in the province [54-56]. As a result, achieving optimal sample size from each of the ED sites might be compromised because of pandemic-related ED service use trends. The research team will look to explore the effects of the COVID-19 pandemic on patient flow and wait times in EDs.

Description of Intervention

Our intervention comprises several components that will be implemented sequentially. The SurgeCon intervention is a pragmatic ED management platform that includes 3 distinct intervention components that together act to improve ED efficiency, patient satisfaction, and the value of emergency service costs (Table 1). SurgeCon’s intervention process starts with a site assessment during the transition period that aims to clarify key performance issues, collect information related to the ED’s organizational and workflow structures, and prepare ED staff and management for upcoming operational changes, while also establishing a patient-centered ED environment and action-based ED management (Figure 3). Due to the high degree of variability that exists between EDs, the information collected during the site assessment allows for the customization of SurgeCon’s underlying protocols and determines whether certain components of the intervention are appropriate or applicable for implementation. A site assessment will be conducted by members of our working group who developed SurgeCon in Carbonear. The implementation working group will follow a 4-step protocol for these site assessment visits; for further details please see the implementation protocol [24].

Figure 3. The SurgeCon intervention logic model. ED: emergency department; LOS: length of stay; LWBS: leaving the emergency department without being seen; PIA: physician’s initial assessment; PREM: patient-reported experience measure.
Table 1. Intervention components and their associated action plans.

<table>
<thead>
<tr>
<th>Intervention components and action plans</th>
<th>Description and strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Restructure ED’s organization and workflow</strong></td>
<td>Stable patient priority setting: Canadian EDs have been using the CTAS since 1999 [57]. What the SurgeCon intervention proposes is to augment CTAS by combining CTAS scores and waiting times to best meet the suggested time frame set out by the CTAS organization. Patients who are CTAS level 1 (resuscitation) or 2 (emergent) who are not stable will still be treated immediately in this model, but individuals who are less urgent (CTAS 3-5) will be treated when the CTAS 1-2 individuals become more stable, but before they are discharged. This allows the physician to quickly treat and discharge less urgent individuals before returning to spend more time with the urgent cases. This prioritization method can significantly improve patient flow without having to compromise patient safety.</td>
</tr>
<tr>
<td></td>
<td>Door-to-door focus: A number of studies have found a strong correlation between patient satisfaction and PIA; the shorter the PIA, the more satisfied the patient [58,59]. To reduce the time to PIA, we will use the following strategies: 1. ED physicians and frontline providers will triage with nursing staff with the goal of increased patient discharge from the fast-track area or triage room without waiting. 2. Triage nurse–driven orders (eg, symptom management, laboratory testing, and diagnostic imaging) will only be applied on patients who would be waiting longer than 1 hour to see a physician. If the patient can be seen by a physician within an hour, waiting for potentially unnecessary test results could delay the PIA.</td>
</tr>
<tr>
<td></td>
<td>Nurse practitioner–physician communication: SurgeCon reorganizes the traditional Canadian ED communication structure by promoting communication between NPs, ERPs, and RNs to work collaboratively to improve patient flow through appropriate allocation of patients. By opening lines of communication between NPs, ERPs, and RNs, the entire ED can work in unison to move patients further along their path to being discharged.</td>
</tr>
<tr>
<td></td>
<td>Establish a patient-centered ED environment: This will be conducted in collaboration with Eastern Health. In consultation with our local patient partners, we will renovate, redecorate, and declutter ED spaces, removing outdated or irrelevant wall postings. All subsequent wall postings will require departmental approval and will be placed in a central location.</td>
</tr>
<tr>
<td></td>
<td>eHealth action–based ED management: Using automated extraction of data from HISs where possible and manual entry otherwise, SurgeCon’s digital component will be able to perform real time analysis on extracted data in a routine and timely manner to give ED staff a sense of overall demand and available resources at any given time. SurgeCon’s eHealth component will be installed and tested in each hospital during the adoption phase of the study. In situations where data elements might not be captured by existing ED repositories, an ED staff member will address this issue by manually entering specific variables (eg, number of ambulances waiting to be off-loaded) as part of their regular duties. Manual entry occurs via a web-based SurgeCon portal and is subsequently reported at a frequency that is determined by ED staff and management. SurgeCon’s eHealth component is currently available on desktops and mobile devices and has been deployed in Eastern Health’s secure network with the assistance of the Newfoundland and Labrador Centre for Health Information. The data entry portal and dashboard that provides real time data is normally displayed on a large digital whiteboard in close proximity to the nursing station. This allows all team members to have a clear understanding of the level of demand, current capacity, and available resources. The Carbineal pilot site has since operationalized the task of a 2-hour data entry interval and have done so without a significant workforce change. We have found that a 2-hour interval for data entry is a feasible target and can be quickly performed once certain reporting processes have been established [30,31]. We have further developed and tested the digital application at our pilot site. The development of the application will continue throughout the study to ensure feedback and information are incorporated into iterative software updates.</td>
</tr>
</tbody>
</table>
Intervention components and action plans

<table>
<thead>
<tr>
<th>Description and strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>eHealth action–based protocol</td>
</tr>
<tr>
<td>• Observation: Patients admitted in ED</td>
</tr>
<tr>
<td>• Observation: Critical patients (1:1 nursing care)</td>
</tr>
<tr>
<td>• Observation: Pending transfer out</td>
</tr>
</tbody>
</table>

⁶ED: emergency department. 
⁷CTAS: Canadian Triage and Acuity Scale. 
⁸PIA: physician’s initial assessment. 
⁹NP: nurse practitioner. 
⁰ERP: emergency room physician. 
¹RN: registered nurse. 
²HIS: hospital information system. 
³ICU: intensive care unit.

**Intervention Components**

The SurgeCon intervention is guided by continuous process improvement principles that look to ultimately improve quality of services, reduce waste (low-value care), reduce time (ED wait times), and reduce cost (eg, cost per patient, cost of overtime, and cost to patients) [60-63]. The following components of the SurgeCon intervention will follow these principles closely and will be implemented using other continuous improvement methods such as Kaizen events [64]. The SurgeCon intervention includes 3 components (Figure 3).

The major intervention components and their action plans with description and strategy are given in Table 1.

**Results**

This study was funded in April 2019, was approved by the Newfoundland and Labrador Health Research Ethics Board on March 19, 2020, and is now registered with ClinicalTrials.gov. Data collection for this study is ongoing. As of February 2022, a total of 570 randomly selected patients have participated in telephone interviews focusing on patient-reported experiences and patient satisfaction with ED wait times. The first intervention site was randomly selected and began intervention implementation in September 2021. Since that time, SurgeCon’s eHealth component has been configured, and deployed and health care staff have received ED patient flow training. The second intervention site is scheduled to be randomly selected and begin intervention implementation during the winter of 2022.

**Discussion**

**Principal Findings**

The SurgeCon intervention has the potential to be a scalable solution that can address ED wait times. In this paper, we have described the protocol for a stepped wedge design, which is a relatively new type of study design that is progressively being used to evaluate the efficiency of public health services. This study design is known for its application in assessing the implementation of evidence-based quality improvement initiatives in health care settings. We chose the stepped wedge design as an informative, efficient, and valid design to examine the SurgeCon platform’s effectiveness in improving important patient and health service processes and outcomes in EDs located in a single region of Newfoundland and Labrador.

**Conclusions**

By assessing the impact of the SurgeCon intervention on the efficiency of ED services, we hope to be able to improve wait times and patient experiences and produce better-value care.
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Abstract

Background: Patients with major depressive disorder (MDD) often experience relapses despite regular treatment with pharmacotherapy and psychotherapy. Further, long waiting lists and more demand than treatment capacity characterize ambulatory settings. Mindfulness-based interventions proved to be effective in relapse prevention in MDD. Next, mindfulness-based interventions in the form of free mobile applications can be an effective augmentation of the treatment as usual and can fill a gap in ambulatory care.

Objective: Given this background, the aim of this randomized controlled study is to assess the effectiveness of additional MBI via a mobile app on the symptom severity and stress levels, compared to treatment as usual.

Methods: A total of 140 individuals with MDD will be randomly allocated to the intervention or control condition. The intervention consists of the daily use of the mindfulness mobile application Headspace for thirty days (up to 10 minutes a day). The control condition will be treatment as usual. At baseline and four weeks later, the following key outcome dimensions will be assessed: self-rated (Beck Depression Inventory) and experts’ rated symptoms of MDD (Hamilton Depression Rating Scale); secondary outcome variables will be blood pressure, heart rate, and respiratory rate and changes in tobacco and alcohol consumption and medication as a proxy of perceived stress.

Results: This study was funded in February 2021 and approved by the institutional review board on April 15, 2021, and it started in May 2021. As of December 2021, we enrolled 30 participants. The findings are expected to be published in spring 2023.

Conclusions: We hypothesize that compared to the control conditions, individuals with MDD of the mobile app-condition will have both lower self- and experts’ rated symptoms of MDD and more favorable stress-related levels. While the risk for medical events is low, the immediate benefit for participants could be a decrease in symptom severity and reduction of the stress level.

Trial Registration: Clinical Trials.gov NCT05060393; https://clinicaltrials.gov/ct2/show/NCT05060393.
International Registered Report Identifier (IRRID): DERR1-10.2196/33423

(KEYWORDS
depression; mindfulness; mhealth; ehealth; stress level)
Introduction

Major depression disorder (MDD) is a global, serious, and life-shortening disease, affecting about 300 million people worldwide and the main cause of disability-adjusted life years caused by mental diseases [1-3]. The limited capacities in ambulatory care and the increasing mental health needs request innovative, cost-effective interventions [4,5]. During the last decade, research has focused on cost-effective internet-based interventions as add-ons to existing services for individuals with MDD. Such interventions can potentially reduce the gap between the need and provision of psychiatric treatments, though being effective [6-8]. Recently, the need for remote psychological, psychiatric, and internet-based interventions in the mental health sector further increased during the worldwide COVID-19 pandemic and the health-related lockdown measures [9-11]. Accessible strategies can be an effective option to enhance mental health response capacity [12,13].

Mindfulness-based interventions (MBIs), such as mindfulness-based stress reduction or mindfulness-based cognitive therapy, have received considerable attention in modern psychotherapy because of emerging evidence regarding their efficacy in different clinical populations [14-19]. MBCT can both decrease depressive symptoms of a current depressive episode and avoid relapses in individuals with MDD [20-23]. The effects are comparable to those of other cognitive behavioral therapies [24-27] and showed favorable effects if used as an adjunct therapy to treatment as usual (TAU) [28-31]. There is growing evidence that web- and computer-based stress interventions can be effective in reducing stress, depressive, and anxiety symptoms [32-34].

In a study comparing internet-based psychological interventions in primary care, MBIs were effective in both decreasing depressive symptoms and increasing well-being compared to healthy lifestyle psychoeducational program of positive affect promotion [4] and compared to the waitlist control group [35]. As regards mobile applications, these may contribute to closing the treatment gap for depression by reaching large populations at relatively low costs [36]. There is evidence of positive effects of mindfulness-based mobile applications on well-being, stress level, affect, work engagement, irritability, mind wandering as well as sleep quality in different study populations [37-43].

Eight randomized controlled trials using a mindfulness-based app as an intervention group are reported in more detail in Table 1. The intervention period differed from 14 days up to eight weeks (median 28 days).
In 4 of the 8 studies, the mindfulness-based intervention was delivered via the app Headspace, probably due to previous findings and a high score in the mobile application rating system [45], making this mobile app promising for further research. The application was brief and easy to use, free to download, and accessible via smartphones globally [41]. Users who sign up for the free trial have access to one of three guided foundation courses, titled “Basics.” There are 10 free sessions in each “Basics” course.

However, and surprisingly, from the reviewed studies, only one study targeted 40 individuals with MDD [44]; the results indicate comparable effects of a mindfulness-based app and behavioral activation via a major depression app.

Given this background and given the scarcity of app-based MBIs in individuals with MDD, the aim of this study is to examine the effects of a mindfulness-based mobile application (Headspace) on the symptom severity and physiological effects in participants with MDD in the real daily clinical practice as an adjunct therapy to the TAU.

The following hypotheses are formulated: first, following Howells et al [41], we assume that compared to a control condition, individuals in the intervention group will achieve a decrease in depressive symptoms. Second, following Huberty et al [38] and Economides [40], we expect a reduction of the stress level in the intervention group compared to the control group. For the following reasons, we hold that this study is of both practical and clinical importance. First, apps allow an individually tailored and self-paced intervention to improve symptoms of MDD and stress; second, such interventional add-ons improve individuals’ self-management and self-responsibility; third, interventional add-ons are easy to use, follow, complete, and monitor, allowing the user to get motivational-enhancing feedback; fourth, such apps provide easy-to-manage data to further improve the dialogue between the user and health care experts; fifth, once a person is accustomed to using the app, the odds are much higher than the person continues to use the app and the appropriate exercising long term.

### Table 1. Summary of randomized control trials using mindfulness-based mobile applications.

<table>
<thead>
<tr>
<th>Author/year</th>
<th>Intervention (intervention group)</th>
<th>App</th>
<th>Control group</th>
<th>Study population</th>
<th>Outcome/psychometry</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>O’Donnell [37], 2020</td>
<td>10 min a day over 30 days</td>
<td>Insight Timer</td>
<td>Wait-list control group</td>
<td>General adult population</td>
<td>Generalized Anxiety Disorder 7 (GAD-7); well being</td>
<td>Not available yet</td>
</tr>
<tr>
<td>Huberty [38], 2019</td>
<td>10 min a day over 56 days</td>
<td>Calm</td>
<td>Wait-list control group</td>
<td>College students</td>
<td>Stress, well-being, mindfulness, sleep, alcohol consumption, physical activity</td>
<td>Significant effects in all measured parameters in the intervention group</td>
</tr>
<tr>
<td>Möltner [39], 2017</td>
<td>Daily over 14 days</td>
<td>7Mind</td>
<td>Waitlist control group</td>
<td>Employees</td>
<td>Mindfulness, work engagement, job satisfaction, emotional exhaustion, emotional intelligence, innovation and creativity, and self-efficacy.</td>
<td>Significant effects in all measured parameter in the intervention group</td>
</tr>
<tr>
<td>Economides [40], 2018</td>
<td>10 min a day over 14 days</td>
<td>Headspace</td>
<td>Audiobook about mindfulness</td>
<td>General adult population with no history of psychiatric disorder</td>
<td>Stress-level, irritability, affective/level of irritability, affective/level of negative experience (SPANE)</td>
<td>Significant reduction of stress level, irritability, significant changes in SPANE score in the intervention group</td>
</tr>
<tr>
<td>Howells [41] 2015</td>
<td>10 min a day over 14 days</td>
<td>Headspace</td>
<td>Catch Notes</td>
<td>Facebook and LinkedIn users</td>
<td>The Satisfaction with Life Scale, Flourishing scale, Positive and Negative Affect Scale, Center for Epidemiologic Studies Depression Scale (CESD)</td>
<td>Significant increase in positive effects in the intervention group</td>
</tr>
<tr>
<td>Bennike [42] 2020</td>
<td>10-20 a day over 28 days</td>
<td>Headspace</td>
<td>Cognitive training</td>
<td>General adult population with no history of psychiatric disorder</td>
<td>Mind wandering, Sustained Attention to Response Task (SART)</td>
<td>Sign. reduction of mind wandering in the intervention group</td>
</tr>
<tr>
<td>Lim [43] 2015</td>
<td>21 days</td>
<td>Headspace</td>
<td>Cognitive training</td>
<td>Students</td>
<td>Compassion</td>
<td>(not significant) increase of compassion in the intervention group</td>
</tr>
<tr>
<td>Ly [44] 2014</td>
<td>3-30 min a day over 56 days</td>
<td>App developed for the clinical trial</td>
<td>Behavioral activation via an app developed for the clinical trial</td>
<td>Patients with MDD (Major depression disorder)</td>
<td>Symptom severity (Beck Depression Inventory II [BDI-II], Patient Health Questionnaire-9 [PHQ-9])</td>
<td>No significant differences between the intervention and the control group</td>
</tr>
</tbody>
</table>
Methods

Aims
The aim of this study is to assess the efficacy of a mindfulness-based mobile application (Headspace) on the symptom severity and the stress level measured by physiological parameters in patients with MDD when compared to a control group. We assume a decrease of the symptom severity, measured by the Beck Depression Inventory II (BDI-II) and Hamilton Depression Rating Scales ( HDRS), in the intervention group compared to the waitlist control group. Furthermore, we hypothesize that the stress level assessed by heart and respiratory rate as well as the blood pressure will be lower in the intervention group compared to the control group.

Study Design
This study will be a single-center, open-label and randomized wait-list-controlled trial, which will take place at the University Psychiatric Clinics (UPK) Basel (Switzerland).

Participants will be randomly allocated to two conditions: (1) MBI mobile application Headspace + TAU (intervention group) and (2) waitlist + TAU (control group). They will be assessed at baseline and 30 days after baseline (study end). The study flowchart is presented in Figure 1. The study started in May 2021.

The study protocol will be introduced to all participants, the name of the mobile application is not to be communicated in the first step. Previous experience with mobile applications for health will be assessed in all subjects prior to randomization. Randomization is performed by the project leader by using a computer-based randomization algorithm, performing the randomization allocation (ratio 1:1). Each new participant of the study will receive a participant number that corresponds to the following treatment number.

At baseline, participants will complete a series of questionnaires covering sociodemographic and treatment-related information, along with a self-rating (ie, BDI-II) of current symptoms of MDD. An expert will perform a thorough clinical-psychiatric interview and rate participants’ symptoms of depression (ie, HDRS). To assess the current psychophysiological stress response at baseline conditions, a nurse will measure participants’ heart and respiratory rate and blood pressure.

Next, participants will be informed about the study condition assignment. Participants of the control condition will have no additional task to their TAU instruction. Participants of the intervention group will be introduced to the Headspace app and

Figure 1. Flowchart study design.

Screening by therapists and nursing staff
Main recruitment by researchers

Exclusion (n=)
- Not meeting inclusion criteria
- Refused to participate
- Other reasons

Recruitment / screening

Enrolment

Informed consent

Allocation

T0 assessment (Baseline)

Randomization (n=140)

Drop out

Intervention group (n=70)

Control group (n=70)

T1 assessment (30-40 days after T0)

Analysis

Analysis
its handling. The necessary timeframe of the baseline assessment will be around 60 minutes.

The intervention group will be required to download the mobile application Headspace and start their daily usage in addition to their TAU (as explained in the “Intervention” section).

Regarding the control group, there will be no intervention planned. The control group will receive the same TAU as the intervention group during inpatient treatment. Participants of both groups will be supported in their outpatient treatment after discharge as usual. Compared to the treatment group, the control group will not be told about the application and its use but will be held on a waitlist. The control participants will be instructed to undergo their TAU (eg, private practice therapist), whereby they will be asked to come to the visit at measurement time T1 after 30 days (see the time points in Table 2). At T1, both groups will undergo the same procedures as they did at baseline (maximum 60 min). Following the visit, the name of the mobile application will be communicated to the participants of the control group so they can use it after the end of the study as needed.

Table 2. Study timeline.

<table>
<thead>
<tr>
<th>Time points (days)</th>
<th>Baseline (T0)</th>
<th>T1</th>
</tr>
</thead>
<tbody>
<tr>
<td>−7 to 0</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Discharge (if inpatients)</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Inclusion/ exclusion criteria checked</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Signed written informed consent</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Medical history, medication</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Participant characteristics</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Randomization</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Visit T0 (baseline)</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Visit T1 (study end)</td>
<td></td>
<td>√</td>
</tr>
</tbody>
</table>

Participants and Recruitment

In total, 140 patients should be recruited (70 for the intervention and control group each).

Inclusion criteria: inpatients or partial inpatients (day clinic, at least 18 years old, before discharge to ambulatory care as well as outpatients, all diagnosed with MDD according to the International Classification of Diseases. All participants must have a smartphone and be generally willing to download and use a mindfulness-based app for at least 30 days.

Exclusion criteria: Acute suicidality, dementia, acute substance dependency, psychotic, schizophrenic, or schizoaffective disorders, serious health conditions like unstable cardiovascular, heart, lung, endocrine or neurological disorders, and momentary use of Headspace.

The study will be brought to the attention of potentially eligible patients of the UPK through their health care providers at UPK and through the study flyer. If they show interest in participating, the patients will receive a document with all the required information regarding the study in order to give their informed consent. After the patients sign the form of consent, it will take between 1 to 7 days until they will get scheduled for their first appointment. This will give them an adequate amount of time to consider their participation carefully. Participants will be informed about the scope and procedure of the study. Their written informed consent will be obtained.

The participants can be withdrawn from the project for any of the following reasons:

1. At their own request (withdrawal of consent)
2. In case of nonadherence to the study protocol (if participants use the app on less than 25 days or if they use other courses beyond the basic course)
3. If one or more exclusion criteria appear within the time of observation

If a participant wants to discontinue participation, this will be accepted without the need for reasons. However, the participant will be asked for potential reasons for discontinuation to document it for further analysis. The date and, if available, the reason for the withdrawal will be documented, and the participant’s data will be destroyed.

Intervention

The intervention will consist of the download and the daily use of the mobile application Headspace in addition to the TAU. The participants will use the course basics of the application, which offers 10 guided meditation sessions. The duration of each session can be done in 3, 5, or 10 minutes. The study foresees that the course will be conducted in three series. The participants will make the first cycle of the course with 3 minutes per session, the second with 5 minutes, and the last one with 10 minutes per session. The participants will do one session a day, which adds up to 30 days of using the mobile application. The patients need no previous knowledge of mindfulness exercises or meditation. The course introduces and guides the patients in and through different meditation techniques. After 30 days of using the application, the patients will be examined at T1. In addition, at T1, all participants of the intervention
group will be asked for short feedback about the intervention (“comment/feedback to the app use”).

To monitor the adherence to the protocol and keep participants engaged in using the app daily, participants of the intervention group will be contacted weekly via email or phone (as they prefer) and reminded of the daily use of the app.

**Primary Outcomes**
The BDI-II and HDRS total scores, both continuous variables, will be used as the primary outcome measure of depression severity; BDI-II and HDRS are commonly used psychometric instruments with broad applicability in research and clinical practice [46,47].

The BDI-II is a 21-item self-reporting questionnaire. It evaluates the severity of depression in normal and psychiatric populations [32]. The BDI-II total score can be obtained by adding up the answers, from a minimum of 0 to a maximum of 63 points.

The HDRS is the most widely used rating scale for depression severity. However, the 21-item version is most commonly used for the reason that the last four items (diurnal variation, depersonalization/derealization, paranoid symptoms, and obsessional and compulsive symptoms) should not contribute to the total score. This study will be using the 17-item rating scale as well. The total score can be acquired by adding up the answers. It can range from a minimum of 0 to a maximum of 52 points.

The possibility of relapse or rehospitalization between the two assessments will be assessed at T1.

**Secondary Outcomes**
Stress levels will be examined by autonomous nervous system parameters: resting heart rate, blood pressure as well as respiratory rate. The resting heart rate, as well as the blood pressure, will be measured by using a blood pressure monitor provided by the clinic. The respiratory rate will be assessed by counting the breaths taken per minute.

The same procedures will be used for all study participants to ensure that the data from all individuals will be comparable. All measurements will be taken in awake subjects in a sitting (slightly inclined) position and in the same room. All subjects will be asked to breathe normally and not move for five minutes to reduce the impact of pretest movements.

Furthermore, all current medications (inclusive anxiolytics and sedatives), general and momentary consumption of alcohol, as well as the consumption of nicotine, in particular pack-year and amount of daily smoked cigarettes, will be assessed.

**Data Analysis**
Basic hypothesis:
- **H1**: Decrease (or lower increase) of the BDI-II and HDRS sum scores at T1 compared to baseline in the intervention group compared to the control group.
- **H0**: The changes in the BDI-II and HDRS sum scores between baseline and T1 do not differ between the intervention and the control group.

For the statistical analysis, we will use tools provided by the software packages IBM SPSS statistics and R (R Core Team). The changes in the symptom severity, as well as physiological parameters between baseline and T1 measurements, will be assessed. When comparing the change scores in the intervention group with those of the control group, typical hypothesis-testing, including mixed linear models, will be used, as provided by the software packages IBM SPSS statistics and R with a significance level of .05.

Sample size estimation: The estimation is based on an expected effect size of Cohen $d=0.50$, which is based on prior published studies of mindfulness-based apps. When setting the significance criterion $\alpha=0.05$ and $\beta=0.2$ (statistical power 80%), the required sample size for a two-sample $t$ test is 64 for each group. The dropout rate is expected not to exceed 10%, resulting in 140 patients overall.

**Ethics Considerations and Approval**
This study will be conducted according to the international standards of the Declaration of Helsinki and subsequent amendments. This trial will be performed in compliance with the study protocol and with good clinical practice guidelines.

The study protocol has been approved by the Swiss Ethics Committee (North/Central Switzerland-EKZN; 2021-00452) and follows the guidelines of the Declaration of Helsinki and current Swiss legislation on privacy and data protection. The study participants will sign the written informed consent form before randomization. Participants will be provided with detailed information about the study and will be informed that they may leave the study at any time.

**Results**
This study was funded in February 2021 and approved by the institutional review board on April 15, 2021, and it started in May 2021. As of December 2021, we have enrolled 30 participants. The findings are expected to be published in spring 2023.

**Discussion**
This study aims to assess the efficacy of a mindfulness-based mobile application, Headspace, on depressive symptoms and physiological stress levels in outpatient MDD patients. We hypothesize fewer relapses of depressive symptoms and a decrease of symptom severity in the group of MDD patients using Headspace for 30 consecutive days, compared to the waitlist group. There is great potential in the use of application-based meditation since it is easily accessible, easy to use, cost-effective, and, most importantly, could help improve patients’ well-being. However, there are some practical issues to mention in this study. One issue regards the duration of the effect; although the intervention of 30 days is within the range of other studies (median 28 days), we will not be able to measure and report middle- and long-term effects (eg, 6 months postintervention). If our hypothesis is confirmed, further studies are needed to investigate middle- and long-term effects, and implementation of MBI via an app in evidence-based care is needed. Furthermore, this study will use one single application
(Headspace) as the intervention method. Further studies will be needed to compare the effects of Headspace to other interventions. Another issue to consider is patient compliance. Due to the fact that our participants will be in an inpatient setting and the intervention consists of using the application by themselves, it will be difficult to monitor the actual use of the application and, therefore, patient compliance.

Fortunately, there are no risks of medical events as well as no known risks of the intervention planned. The only potential and very low risk could be due to unauthorized data access; however, this risk will be minimized due to the adherence to the study protocol. Further, electronic data will be saved on password-protected computers that are only accessible by authorized personnel. All paper data will be stored on-campus in locked cabinets. Only authorized personnel will have access to the study data.

The potential immediate benefit for the participants consists of a decrease in symptom severity and prevention of depressive relapse without side effects. The long-term benefits are that patient care, especially in the outpatient setting or after discharge from inpatient treatment, will be easily augmented and improved. Moreover, the patients will be supported by an easily accessible mindfulness-based intervention. Such benefits may accommodate the issue of limited capacities in ambulatory care. With the prevention of depressive relapse, people with MDD get the chance to not only improve in symptom severity but also to live in their homes, with their families, go to school, or to work, accompanied by a tool for stress reduction.
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Abstract

Background: Approximately one-third of all concussions lead to persistent postconcussion syndrome (PPCS). Repetitive transcranial magnetic stimulation (rTMS) is a form of noninvasive brain stimulation that has been extensively used to treat refractory major depressive disorder and has a strong potential to be used as a treatment for patients with PPCS. Functional near-infrared spectroscopy (fNIRS) has already been used as a tool to assess patients with PPCS and may provide insight into the pathophysiology of rTMS treatment in patients with PPCS.

Objective: The primary objective of this research is to determine whether rTMS treatment improves symptom burden in patients with PPCS compared to sham treatment using the Rivermead postconcussion symptom questionnaire. The secondary objective is to explore the neuropathophysiological changes that occur following rTMS in participants with PPCS using fNIRS. Exploratory objectives include determining whether rTMS treatment in participants with PPCS will also improve quality of life, anxiety, depressive symptoms, cognition, posttraumatic stress, and function secondary to headaches.

Methods: A total of 44 adults (18-65 years old) with PPCS (>3 months to 5 years) will participate in a double-blind, sham-controlled, concealed allocation, randomized clinical trial. The participants will engage in either a 4-week rTMS treatment protocol or sham rTMS protocol (20 treatments). The left dorsolateral prefrontal cortex will be located through Montreal Neurologic Institute coordinates. The intensity of the rTMS treatment over the left dorsolateral prefrontal cortex will be 120% of resting motor threshold, with a frequency of 10 Hz, 10 trains of 60 pulses per train (total of 600 pulses), and intertrain interval of 45 seconds. Prior to starting the rTMS treatment, participant and injury characteristics, questionnaires (symptom burden, quality of life, depression, anxiety, cognition, and headache), and fNIRS assessment will be collected. Repeat questionnaires and fNIRS will occur immediately after rTMS treatment and at 1 month and 3 months post rTMS. Outcome parameters will be analyzed by a 2-way (treatment × time) mixed analysis of variance.

Results: As of May 6, 2021, 5 participants have been recruited for the study, and 3 have completed the rTMS protocol. The estimated completion date of the trial is May 2022.

Conclusions: This trial will expand our knowledge of how rTMS can be used as a treatment option of PPCS and will explore the neuropathophysiological response of rTMS through fNIRS analysis.

Trial Registration: ClinicalTrials.gov NCT04568369; https://clinicaltrials.gov/ct2/show/NCT04568369
Introduction

Concussion incidence has been rising among Canadians with the Ontario Physician Billing codes reporting an annual incidence of 1.2% of the population [1]. According to the Canadian Community Health Survey, over the last 2 decades, the number of concussions or other brain injury reports among Canadians is increasing, with 1 in 200 Canadians reporting a concussion or other brain injury to be their most disabling injury [2]. While many recover quickly from concussions, approximately one-third of patients with concussion have prolonged symptoms [3]. The symptoms that these individuals experience are collectively known as persistent postconcussion syndrome (PPCS), and can include cognitive, physical, and emotional impairments [4].

Transcranial magnetic stimulation (TMS) is a tool used to provide noninvasive electromagnetic induction through magnetic fields to the brain in conscious humans [5]. In general, single pulse TMS is used to explore brain function while repetitive TMS (rTMS) is used to change brain activity that lasts well beyond stimulation. rTMS has been shown to be an effective treatment for depressive disorders [6] as well as several other neurological conditions [7,8]. Furthermore, a recent systematic review showed that rTMS may be an effective treatment for patients experiencing PPCS, but studies with larger sample sizes are required to further support this evidence [9].

There is potential in using rTMS to improve symptoms for patients with PPCS, but the mechanism behind rTMS treatment for PPCS remains unknown. Recent studies have suggested that rTMS treatment modifies recovery pace and improves symptomatology [10,11]. Currently, very few studies have looked at biomarkers for rTMS treatment response in patients with PPCS. Our group previously conducted a 2-patient case study demonstrating how functional near-infrared spectroscopy (fNIRS) may be useful as a sensitive tool to predict treatment response to rTMS in patients with PPCS [12]. fNIRS is a noninvasive imaging technique that measures the differences in the absorption of local oxygenated and deoxygenated hemoglobin in the brain. The changes in cerebral tissue oxygenation are then used to monitor brain activity [13,14]. fNIRS has demonstrated comparability to functional magnetic resonance imaging for reliably detecting changes in cerebral vascular reactivity [15], and several studies have already examined the use of fNIRS for assessing concussions [15-17] and PPCS in adults [18]. Previous work assessing pediatric and adult patients with PPCS have shown reduced connectivity in both frontal and motor regions when compared to healthy controls during rest as well as during a finger tapping exercise and working memory task [18,19]. These findings are comparable to literature on functional magnetic resonance imaging, which has shown a reduction in connectivity in patients with mild traumatic brain injury during both resting state and task-based measures [20-22]. fNIRS has many advantages to being used in the clinical setting because of its portability and ability to replace other neuroimaging techniques that may be cost prohibitive.

The primary objective for this study is to determine if the application of rTMS treatment to the left dorsolateral prefrontal cortex (DLPFC) in patients with PPCS will significantly improve postconcussion symptoms using the Rivermead postconcussion symptom questionnaire (RPQ) compared to sham treatment. The second objective of the study is to explore the pathophysiology of rTMS response in participants with PPCS using fNIRS immediately following rTMS treatment and at 1-month and 3-month posttreatment follow-ups. An exploratory aim of the study is to determine whether rTMS treatment to the left DLPFC will improve quality of life, anxiety, depressive symptoms, fatigue, posttraumatic stress, and function secondary to headaches compared to sham treatment. We hypothesize that participants who show a clinically significant improvement in PPCS symptoms will also show an improved hemodynamic response in fNIRS recordings.

Methods

Study Design

This is a double-blind, sham-controlled, concealed allocation, randomized clinical trial. Recruitment will occur through 3 locations in Calgary, Alberta, Canada including the Calgary Brain Injury Program, the University of Calgary Sports Medicine Centre concussion clinic, and the Calgary Pain Program. The estimated study duration is from March 2021 to May 2022. Participant enrollment, fNIRS, and rTMS treatment will be completed by authors SD and CC.

Ethics Approval and Trial Registration

This study was approved by the University of Calgary Conjoint Health Research Ethics Board (REB15-1786). All participants will sign informed consent prior to study participation. This study has been registered with ClinicalTrials (NCT04568369).

Participants

All participants will be between the ages of 18 and 65 years. The participants will meet the inclusion and exclusion criteria explained in this section. Inclusion criteria include a diagnosis of PPCS based on the International Classification of Diseases (ICD)-10 criteria for at least 3 months to a maximum of 5 years [23]. The ICD-10 states that PPCS must be followed by head trauma with loss of consciousness as well as any 3 of the...
following symptoms: feelings of unwellness (ie, headaches, dizziness, general malaise, and excessive fatigue or noise intolerance), emotional changes (ie, irritability, emotional lability, depression, and anxiety), difficulty concentrating or performing mental tasks or memory complaints, insomnia, reduced tolerance to alcohol, preoccupation with the above symptoms, and fear of permanent brain damage [23]. Current pharmacologic management will be maintained without change during the treatment study (ie, consistent use of triptans, opioids, tricyclic antidepressants, and antiseizure medications). Participants undergoing Botox treatment will undergo rTMS treatment 6-8 weeks following their injection, which is around the time of peak Botox efficacy [24]. Exclusion criteria comprise a history of prior TMS therapy, TMS-related contraindications (pacemaker, metallic implants, and large intracranial lesion), change in medication, and other neurological or mental health medical conditions such as structural brain disease, previous seizure, psychiatric disorders excluding depression and anxiety (eg, schizophrenia and bipolar disorder), liver or kidney disease, malignancy, uncontrolled hypertension or diabetes, and pregnancy.

**Study Procedure**

The study procedure is outlined in Figure 1. Prior to starting the study, participant and injury characteristics and questionnaires will be completed. Demographic information will be collected including age, sex, education level, and employment status. The participant characteristics collected will include headache history, concussion history, past medical history, medication use, and family medical history. Finally, injury characteristics will include length of loss of consciousness, length of posttraumatic amnesia, initial Glasgow Coma Scale, and imaging findings. The participants will be randomized to either active or sham rTMS. Once randomized, the participants will complete questionnaires and fNIRS. They will then complete 4 weeks (20 sessions) of treatment. Questionnaires and fNIRS will be repeated immediately following treatment and then at 1 month and 3 months post treatment.

---

Figure 1. Study design protocol. DSM-5: Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition; fNIRS: functional near-infrared spectroscopy; TMS: transcranial magnetic stimulation.
**Blinding and Randomization**

The participants will be randomized to either active or sham rTMS treatment by a research assistant external to the study using sequentially numbered opaque concealed envelopes. All individuals involved in the study except the research assistant administering the rTMS will be blinded to the treatment protocol, and allocation will be concealed. Following study completion, the participants and study personnel will be unblinded. Once recruitment is completed, if rTMS treatment proves beneficial after a full statistical analysis, the participants in the sham groups will be offered active rTMS treatment.

**TMS Protocol**

The participants will engage in a 4-week treatment protocol (20 treatments). This was chosen as it reflects prior depression, PPCS, and migraine protocol durations [25-27]. A standardized atlas brain with Montreal Neurologic Institute coordinates will be used for navigation. rTMS treatment will be to the left DLPFC and will be located through Montreal Neurologic Institute coordinates (-50, 30, 36) [28]. The resting motor threshold will be determined using electromyography electrodes attached to the right abductor digiti minimi muscle and a TMS stimulation coil placed over the left motor cortex, as previously described by Stilling et al [11]. The intensity of the rTMS will be 100%-120% of resting motor threshold amplitude, with a frequency of 10 Hz, 10 trains of 60 pulses per train (total of 600 pulses) and intertrain interval of 45 seconds. In the sham condition, a sham coil will be applied to the scalp after the resting motor threshold is determined. Recent studies exploring rTMS implementing a 100%-120% resting motor threshold amplitude as a treatment for PPCS have been successful for patient retainment and treatment success [25,27,29,30]. Our group has previously used an intensity of 70% resting motor threshold in a similar patient population [11]. This protocol will use 120% resting motor threshold to attempt to achieve a greater neurophysiological effect [31]. Furthermore, previous studies treating posttraumatic headache and migraine show benefit using a frequency of 10 Hz, 600 pulses, and intertrain interval of 45 seconds, suggesting this protocol would also be beneficial in PPCS [32-35]. The sham coil will produce sounds and vibration similar to the real rTMS coil but will not produce any effective stimulation. This blinding method has been demonstrated to be effective in previous sham TMS studies [36].

**Functional Near-Infrared Spectroscopy**

fNIRS will be completed before treatment, within 1 week following the 4-week treatment, and then at 1 month and 3 months post treatment. The TechEn (TechEn, Inc) system and a headcap with transmit and receive fibers positioned over the parietal and frontal lobes will be used (Figure 2). Data will be collected for 5 minutes at rest and then during a finger tapping exercise and working memory tasks. The resting task will consist of the participant sitting and resting while fixating on a small white cross for 5 minutes [37,38]. Finger tapping will be used as a simple, repeatable motor activation task, which has prominently shown a motor response [18,19]. The finger tapping exercise will consist of the participant tapping their right forefinger to their thumb at a frequency of 1 Hz, while being prompted on screen by “Tap” or a white cross indicating rest. The participant will alternate between tapping for 10 seconds and resting for 15 seconds, which will be repeated 10 times. Finally, the working memory task will consist of a 2-back variation of the n-back exercise [39], where a series of letters will appear on screen in 2-second intervals, and the participant will be asked to match each new letter to the letter presented 2 trials back. If the letters match, the participant is asked to press the right arrow key indicating correct, or, if the letters do not match, they are asked to press the left arrow key indicating incorrect. The participant will alternate between 20 presentations of letters followed by 20 seconds of rest, which will be repeated 3 times. Data on caffeine and other substance consumption from the last 8 hours before fNIRS assessment will also be collected. This protocol was adapted from the protocol described by Hocke et al [18].

**Figure 2.** Optode configuration of functional near-infrared spectroscopy headcap based on 10-10 and 10-5 electroencephalogram coordinate system. AF: anterior frontal; AFF: anterior prefrontal; C: central; CP: central parietal; F: frontal; FC: fronto-central.
Rivermead Postconcussion Symptom Questionnaire
The RPQ is the primary outcome measure for this study. The RPQ assesses the severity of 16 commonly experienced PPCS symptoms. The participants are instructed to rate the extent to which they have suffered from each of the listed symptoms in the past 24 hours, as compared to preinjury levels, using a scale of 0 (“not experienced at all”) to 4 (“a severe problem”). It is advised to use this assessment as 2 separate scales (RPQ-13 and RPQ-3). Using these subscales, the instrument has good test-retest reliability and external construct validity [40]. This questionnaire probes the separate cognitive, emotional, and somatic components of PPCS.

Exploratory Outcome Measures
Multiple other questionnaires will be administered as exploratory outcomes. The questionnaires administered will be described in the following section.

Quality of Life After Brain Injury Questionnaire
Quality of life will be measured by the quality of life after brain injury (QOLIBRI) questionnaire assessment. The QOLIBRI questionnaire is a health-related quality of life instrument developed specifically for participants who have experienced a traumatic brain injury. It has 6 subscales with a total of 37 items and is scored from 0 to 100 (with 100 being the best possible quality of life). This tool has been validated in the traumatic brain injury literature and is shown to have adequate (>0.5) to excellent (>0.7) test-retest reliability [41].

Headache Impact Test
The headache impact test-6 (HIT-6) is a 6-item tool used as a global measure of headache impact. The HIT-6 addresses the 6 categories of headache impact including social functioning, role functioning, cognitive functioning, vitality, psychological distress, and severity of headache pain. Each question is scored on a 5-point scale. The total score can range from 36 to 78, with higher total score indicating greater impact [42]. The HIT-6 has been validated in participants with episodic and chronic migraine [43]. Based on a chronic tension type headache study, a minimal clinically important change has been reported as a decrease of at least 8 points on the HIT-6 [44].

Patient Health Questionnaire-9
The patient health questionnaire-9 (PHQ-9) is a 9-item tool used to assess the presence and severity of depressive symptoms. In the PHQ-9, a score below 4 is classified as minimal, 5 to 9 is mild, 10 to 14 is moderate, 15 to 19 is moderate-to-severe, and anything higher than 20 is severe [45]. The PHQ-9 has been validated in participants with mild to severe traumatic brain injury with a screening cut-off score of greater than 12 for major depressive disorder [46]. The test-retest reliability is excellent within 7 days of the initial assessment. The minimal clinically important difference for the PHQ-9 is 5 points [47].

Generalized Anxiety Disorder Scale
The generalized anxiety disorder (GAD-7) scale is a 7-item tool where, like the PHQ-9, each item is rated on frequency over a 2-week period based on a 0 to 3 scale [48]. An analysis confirmed screens for depression (PHQ-9) and anxiety (GAD-7) to be distinct, and it is suggested that the 2 highly comorbid disorders be assessed independently [49].

Saint Louis University Mental Status Exam
The Saint Louis University mental status exam will be used to screen the participants for mild cognitive impairment. The Saint Louis University mental status exam is an 11-item scale with questions that correspond to attention, recall (immediate and delayed with interference), orientation, number calculation, memory, registration, visual spatial information, and executive function [50].

Screening for Somatoform Symptoms Conversion Disorder Subscale
Somatoform symptoms will be monitored through the screening for somatoform symptoms conversion disorder subscale. This subscale lists 14 symptoms associated with somatization disorder. Each symptom is rated on degree of impairment experienced in the past 7 days on a 0 to 4 scale, with 0 indicating “not at all” and 4 indicating “very severe” [51].

Posttraumatic Stress Disorder Checklist for DSM-5
The posttraumatic stress disorder (PTSD) checklist for Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5; PCL-5) is a screening tool used to assess PTSD. The PCL-5 is a 20-item self-report measure with each question scaled from 0 to 4, with the total score ranging from 0 to 80. A score greater than 53 may indicate more severe PTSD symptoms [52].

Analysis
Preprocessing fNIRS Data
All preprocessing data will be done using MATLAB (The MathWorks Inc). Raw intensity data will first be converted to optical density using Homer3 (hmR_Intensity2OD). Optical density will then be assessed for signal quality over several steps. First, channels that display low signal (below 90 dB) or have an oversaturated signal (above 140 dB) will be discarded. Channels that have a signal to noise ratio less than 1 will also be discarded, as previously described by Hocke et al [18]. Next, a spline motion correction step will be applied to correct for motion artifacts and baseline shifts using Homer3 (hmR_MotionCorrectSpline). Short distance detectors located approximately 8 mm from select sources will be used to remove the influence of extracerebral signal obtained from superficial layers [53,54]. A bandpass filter will be applied to the data with a low pass filter of 0.01 Hz and a high pass filter of 2 Hz (hmR_BandpassFilt). Optical density data will then be converted to delta concentration of oxyhemoglobin and deoxyhemoglobin using the modified Beer-Lambert law with age-dependent differential path length factors. Finally, the concentration data will be down sampled to 5 Hz.

Postprocessing fNIRS Data
Preprocessed data between 4 major brain regions (ie, left DLPFC, left motor cortex, right DLPFC, and right motor cortex) will be assessed using a coherence analysis at 0.04 to 0.1 Hz. Coherence will be calculated for all channels over the 4 regions. Coherence is defined as an estimate of a linear-time variant
relationship between 2 signals at a particular frequency domain [19]. The coherence value used will be the maximum coherence between each combination of regions. The interregional coherence values will be quantified between the right and left DLPCF, the left and right motor cortex, the left DLPC and left motor cortex, and finally between the right DLPCF and right motor cortex [18].

**Statistical Analysis**

The effect size of the RPQ score extrapolated from a similar study (d=0.77) [10] provided the basis for a power calculation performed with an alpha of .05, and 80% power suggested that 44 participants should be included in this study (22 per group). Anticipating a 20% attrition [10,22,55], 56 participants will be recruited for this study.

Descriptive statistics will be used to analyze baseline characteristics. A 2-way (treatment × time) mixed ANOVA will be used to assess whether any changes in clinical measurements and outcome parameters were the result of the interaction of type of treatment (real vs sham) and time. fNIRS data will also be analyzed using a 2-way mixed ANOVA where interregional coherence will act as the dependent variable, sham vs real TMS treatment will act as the between-subject variable, and brain region and assessment (ie, pre-TMS, post-TMS, 1-month follow-up, and 3-month follow-up) will act as the within subject variables. A P value of ≤.05 will be considered significant. A post hoc analysis will be used for exploratory measures. Simple effects testing using a Bonferroni correction will be performed when a significant group by time interaction is detected.

fNIRS data will be assessed to determine the location and magnitude of task-evoked changes in oxyhemoglobin, deoxyhemoglobin, and total hemoglobin at the left DLPC for each participant. Coherence of hemodynamic frequencies between major brain regions will also be quantified to observe brain connectivity during tasks as previous works have done [18,19]. Our group has previously attempted to decrease bias by restricting change in medication and other treatments throughout the trial [11]; however, it is unknown how some medications may influence rTMS and fNIRS data. Full patient characteristics, injury characteristics, and medication profile will be collected to better understand this bias.

**Results**

Participant recruitment for the study started on March 25, 2021. To date, 5 participants are enrolled, and 3 have completed the rTMS protocol as of May 6, 2021. The study protocol will be completed in May 2022. The results are expected in June 2022 with submitted manuscript in August 2022.

**Discussion**

The proposed project will substantially contribute to the growing body of literature exploring rTMS as a safe and noninvasive treatment for participants with PPCS. The mechanism by which rTMS influences brain function and subsequently alters participants’ symptoms and function is unknown. fNIRS analysis will provide insight into the neuropathophysiological changes that can occur following rTMS treatment in participants with PPCS. Several studies have explored fNIRS and TMS in the clinical setting outside of PPCS [56] including depression [57], panic disorder [58-60], tinnitus [61], phobias [62], bulimia nervosa [63], and stroke [64-66]. Our group has already shown through a 2-patient case study that fNIRS might be useful as a sensitive tool to predict response to rTMS in participants with postconcussion syndrome. This study will help grow the understanding of rTMS as a treatment for PPCS and provide additional support for the use of fNIRS as a tool to understand the effects of neuromodulation on participants with PPCS.
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Abstract

Background: Antiretroviral therapy is effective in reducing HIV-related morbidity, mortality, and transmission among people with HIV. However, adherence and persistence to antiretroviral therapy are crucial for successful HIV treatment outcomes. People with HIV who use cocaine have poor access to HIV services and lower retention in care.

Objective: The primary goal of this paper is to provide a detailed description of a mobile health intervention. This study is designed to improve medication adherence among people with HIV who use cocaine. A secondary goal is to list the important challenges and adaptations incorporated in the study design.

Methods: This study, titled Project SMART, used a wireless technology–based intervention, including cellular-enabled electronic pillboxes called TowerView Health and smartphones, to provide reminders and feedback on adherence behavior. The intervention design was based on the theoretical frameworks provided by the self-determination theory and the Motivation Technology Model. The 12-week pilot randomized controlled trial with four arms provided three types of feedback: automated feedback, automated+clinician feedback, and automated feedback+social network feedback.

Results: The study was funded by the National Institute of Drug Abuse (R21DA039842) on August 1, 2016. The institutional review board for the study was approved by Yale University on March 21, 2017. Data collection lasted from June 2017 to January 2020. The final enrollment was 71 participants, of whom 57 (80%) completed the study. The data are currently undergoing analysis, and the manuscript is being developed for publication in early 2022.

Conclusions: Implementing complex mobile health interventions for high-risk and marginalized populations with multicomponent interventions poses certain challenges, such as finding companies with adequate technology for clients and financial stability and minimizing the research-related burden for the study population. Conducting feasibility studies is important to recognize these challenges and the opportunity to address these challenges with solutions while keeping the design of a randomized controlled trial as true as possible.

Trial Registration: Clinicaltrials.gov NCT04418076; https://clinicaltrials.gov/ct2/show/NCT04418076
International Registered Report Identifier (IRRID): DERR1-10.2196/28332

(JMIR Res Protoc 2022;11(3):e28332) doi:10.2196/28332
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Introduction

Background

Antiretroviral therapy (ART), a daily medication regimen, is extremely effective in reducing HIV-related morbidity and mortality and reducing transmission among people with HIV [1-3]. ART suppresses HIV viral load (VL) and slows the progression of the virus in the body by keeping a high CD4 cell count [4]. The Centers for Disease Control and Prevention defines viral suppression as having <200 copies of HIV per milliliter of blood [4]. However, successful HIV treatment outcomes depend on patients’ adherence to and persistence in ART [5-9]. When adherence is optimal (≥90%) [10], improvements are seen not only for HIV outcomes but also for several comorbidities, including substance use disorders, tuberculosis, viral hepatitis, and depression [11-15]. Among the approximately 1.2 million people with HIV in the United States, nonadherence to ART results in as few as 19% achieving viral suppression [16]. For people with HIV with co-occurring substance use disorders, there are additional negative health outcomes. Active drug use is associated with clinicians not prescribing or delaying prescribing ART [17], which can overshadow a patient’s health care priorities, including medication adherence and retention in HIV care [18]. As a result, people with HIV who use drugs experience worse clinical outcomes and greater mortality than people who do not use drugs [19]. People who use cocaine especially have poor measures of success in accessing and retaining HIV care [20,21]. They are less likely to receive ART compared with people who use other drugs [21,22], who have poor adherence to ART when they do receive it [23-25], and who have an extraordinarily low likelihood of achieving viral suppression [26]. Overall, AIDS-related death rates among people who use cocaine are 3 times higher than among those who do not use cocaine, controlling for age, race, duration of illness, and self-reported high ART adherence [26]. Effective strategies for improving ART adherence are urgently needed to address this health crisis among people with HIV who use cocaine.

For people with HIV who use cocaine, currently, the only effective adherence intervention is directly administered ART, which is expensive and labor intensive [27]. International guidelines suggest that adherence interventions need to be scaled back, both in terms of cost and personnel [28]. Mobile health (mHealth) technologies satisfy these recommendations and can provide innovative, efficacious, and cost-effective strategies for improving ART adherence and optimizing HIV treatment outcomes [29,30]. In fact, the World Health Organization guidelines now strongly recommend sending SMS text messages to promote adherence and retention in general [31]. mHealth has already shown promise in resource-limited settings [32] and improvement in treatment efficacy among patients with diabetes [33,34], tuberculosis [35], malaria [36], asthma [37], and HIV [38-40]. mHealth interventions have also been efficacious in reducing substance use [41]. In addition, bidirectional SMS text messaging interventions have significantly improved adherence to ART among people with HIV who use substances [42]. However, there has never been any systematic development or testing of mHealth interventions for people with HIV who use cocaine. Moreover, existing mHealth interventions have not optimized the integration of feedback to determine what type of feedback (eg, predetermined by researchers or clinicians, tailored to patients’ preferences, dynamically tailored based on patient’s adherence level, or feedback from friends and family members) improves outcomes. Prior studies have shown the effects of dynamically tailored feedback via SMS text messages on viral suppression compared with standard HIV care [43-45]. However, in these studies, the feedback was designed for people with HIV in a regulated clinical setting, which may not be effective for people with HIV using drugs in an unregulated community setting.

Study Objective

The primary objective of this paper is to provide a detailed description of a pilot mHealth-based randomized controlled trial (RCT) for improving ART adherence among people with HIV who use cocaine. A secondary goal is to list the critical challenges faced during the duration of the study and adaptations incorporated into the study design.

Pilot RCTs are small-scale studies designed to evaluate the feasibility and acceptability of a proposed intervention. Findings related to feasibility prepare investigators to conduct large-scale interventions, whereas acceptability shows how the population for whom the intervention is designed and the researchers who implement the study react to the intervention [46]. As part of a National Institute on Drug Abuse–funded study, we developed and conducted a feasibility study titled Project SMART, which developed a wireless technology–based intervention with multiple forms of feedback to improve ART adherence. In this paper, we aim to describe the research design of this pilot study, including the timeline, assessments, technologies, and challenges faced by researchers in implementing a multicomponent intervention. We also outline some practical adjustments made to the protocol during the study. By sharing our experiences, we aim to inform and educate other researchers interested in designing mHealth interventions for populations with similar characteristics. The following sections describe the methodologies and components of the pilot study as these are preanalysis protocol descriptions. The primary and secondary outcomes will be analyzed in forthcoming papers.

Methods

Study Setting

This study was conducted between May 2017 and January 2020. Participants were recruited from community centers, HIV care clinics, and a mobile clinic that has strategic liaisons with patients and providers throughout the Yale University community. The study took place within an HIV and opioid use...
disorder treatment facility, which is in an urban location in the northeastern part of the United States. The study was funded by the National Institute of Drug Abuse (R21DA039842).

**Recruitment, Screening for Eligibility, and Consent**

Recruitment started in May 2017 and continued until January 2020. Institutional review board (IRB)-approved flyers containing a toll-free number were posted in numerous venues such as community centers, HIV care clinics, and a mobile clinic that had strategic liaisons with patients and providers throughout the community. The initial screening eligibility criteria included patients (1) with a self-reported HIV diagnosis, (2) with self-reported use of cocaine ever, (3) having ART prescription and taking ART, and (4) willing and able to use a smartphone and electronic pillbox for a 16-week study period. After screening, the research staff obtained informed consent from the participants at their first visit and explained the purpose, protocol, expectations, and possible risks and benefits of the study.

**Study Design**

The design of this study is based on the fundamental components of transactional communication, which are the sender, receiver, and message [47]. In the transactional model of face-to-face communication, the sender and receiver engage in communication facilitated by feedback (verbal or nonverbal). With technologies such as the electronic pillbox, this exchange can take place only when the technology is responsive in some form to its user [48]. Interactive technologies enhance the engagement of its users [48]. Self-determination theory posits that the motivation to perform an action is influenced if an individual’s need for competence, autonomy, and relatedness is fulfilled [49]. Using this assumption, the Motivation Technology Model (MTM) predicts that individuals can be motivated to change their behaviors if and when they achieve a sense of relatedness while using the technology [50]. MTM argues that this interactive nature of technology, which fulfills the need to be socially connected, can motivate individuals to perform or maintain certain health behaviors [50]. This perception of interactivity can be established when the technology provides timely responses and feedback to its users [50]. On the basis of these theoretical concepts of the self-determination theory and MTM, this study uses feedback as the central motivational factor to study adherence behavior.

The study design of Project SMART is shown in **Figure 1**. This was a 12-week pilot RCT that examined the use of two mHealth tools (cellular-enabled electronic pillboxes and smartphones) and four types of feedback—(1) no feedback, (2) automated feedback, (3) automated+clinician feedback, and (4) automated feedback+social network feedback (**Figure 1**)—on primary (ART adherence and persistence) and secondary outcomes (HIV viral suppression, cocaine use, retention in HIV care, and retention in RCT). The study period was 16 weeks, with a 12-week intervention period and a 4-week postintervention period. The following sections describe each of the components of the study design in detail.

![Study design of Project SMART](https://www.researchprotocols.org/2022/3/e28332)

**Figure 1.** Study design of Project SMART. RN: registered nurse.
mHealth Tools

Overview

Two mHealth tools—an electronic pillbox and smartphones—were used for intervention delivery. All study participants received these two mHealth tools but differed in the type of communication feedback they received: no feedback, automated feedback, automated and clinician feedback, and automated and social network feedback. The types of feedback determined the four arms of the RCT: 1 control arm and 3 intervention arms.

Electronic Pillbox

Overview

As shown in Figure 2, the TowerView Health pillbox is 10×7.5×1.5 inches, which is comparable with a handheld device such as an iPad, and can be linked to a smartphone. It has the capacity to hold pills or tablets for a weekly medication regimen of up to 4 dosages a day. The pills are nestled in 28 individual wells, each with its own sensor, to indicate when a dosage has been removed. The box has a built-in alarm that emits both a low sound and a flash of light. The pillboxes have 4G cellular capability via an integrated chip and hence have the ability to communicate with other devices such as smartphones. This capability is useful for transmitting real-time adherence data to the secure TowerView Health server and communicating with linked smartphones via SMS text messages.

Figure 2. Electronic pillbox TowerView Health used for Project SMART.

Medication and Refills

At the start of study enrollment, the clinician associated with Project SMART requested permission from participants’ physicians to dispense ART medications from the selected pharmacy for the study period. The pharmacy collaborated with TowerView Health and delivered 4 sets (one for each week) of blister packs, with 1 month's worth of ART medication specifically designed to fit the dimensions of the pillbox. Although the pillboxes are designed to hold medication pills independently, blister packs were used by TowerView Health for ease of delivery and organization as they did not require manual insertion of individual pills. Our clinical staff placed these blister packs in the box in the participants’ presence for the first time and trained the participants to replace the blister packs at the end of each week. Participants were instructed to bring their pillbox to the research site each month, at which time the research staff resupplied participants with a month’s supply of medications. A 1-month supply of medication is the community standard of care for the dispensation of medications for patients with HIV [51].

Automated Feedback Messages

All participants’ phones were connected to their assigned pillbox. The pillbox was programmed to send SMS text messages in the event of a missed dosage or messages of encouragement in the event of a successful daily dosage regimen. For example, when the pillbox was opened, and a segment of the blister pack was broken for medication intake, the sensor within the individual wells detected pressure, prompting a signal to be sent to the TowerView Health server. This then activated the automatic delivery of an SMS text.
message to the participant’s smartphone. The content of the SMS text messages or feedback delivered to a participant’s smartphone was determined by the research team. Refer to section Randomization Trial and Intervention for examples of messages sent to participants.

**Smartphones**

The study used Samsung phones with an Android operating system, which were purchased through Yale University’s agreement with Verizon. The participants received either a Samsung 7 or Samsung 8 model for the duration of the study, and the phone was configured for our study. The messaging app was activated so that participants could start receiving SMS text messages from the electronic pillbox. A total of 2 apps, CommCare and SMS Back-Up and Restore, were installed before handing out a phone to a participant (the role of these apps is described in the Study Instruments section). The research staff trained the participants on how to charge and use the electronic pillbox and smartphone (including using the voicemail and SMS text messaging features). In addition, the research staff programmed pertinent contact information (eg, clinic care and research staff contact) on each participant’s phone.

**Randomization Trial and Intervention**

After completing the baseline interview, participants were assigned to 1 of the 4 arms systematically at a 1:1:1:1 ratio. Arm A was the control group, and participants in this group did not receive feedback as an intervention via the mHealth tools. The in-built and automatic feedback features of the TowerView Health smart pillboxes were also deactivated.

Arm B participants received automated feedback messages as an intervention. The box sent text dosage reminders to the participants’ phones at the dosage time, and the rim around the box flashed blue, purple, and magenta light-emitting diode lights with a gentle ringing alarm. An example of the SMS text message is as follows: “Hi [participant name], don’t forget to take your [dose time, eg, 3 PM] medications.” If the pillbox was not opened at a dosage time, the box sent a reminder at 30 minutes and another at 90 minutes past the missed dosage time. The reminder said: “Hello [participant name], here’s a quick reminder to take your missed pill of [dose time].” If at the end of the day, the participant took all the dosages, they received a note of encouragement on their phones; for example, “Congratulations, [participant name]! You took all your pills yesterday.” These kinds of positive feedback were accompanied by emoticons such as a thumbs-up or clap. The positive messages varied daily and were selected from a set of messages designed by the team before the start of the study.

Arm C participants, in addition to the automated feedback from the pillbox, received feedback about their ART adherence from a clinician via phone calls on a weekly basis. The clinician’s phone conversation was guided by the real-time adherence data provided by the TowerView Health dashboard.

For arm D, in addition to the automated feedback from the pillbox, participants received SMS text message reminders to take their medication from a person in their social network or a preselected social designee. The designee was a family member, friend, or acquaintance (excluding clinicians) who was willing to be part of the intervention and consented to their participation. The research team sent a weekly notification to the designee’s mobile phone, prompting them to deliver the intervention via SMS text messages to the participant. The predefined automated notification was:

*This is from Project SMART. In the next hour, send a text to [participant name] @ [participant number] to remind them to take their medication on time. Thank you for your help!*.

The designee then sent SMS text messages to remind the participant’s phone about their ART dosages. No predefined SMS text messages for dyads (participant–social designee) were developed for this intervention. Instead, the actual contents of the SMS text message reminders between dyads were recorded as intervention data.

Participants in arms B, C, and D received their interventions for a duration of 12 weeks. After 12 weeks, the built-in feedback features of the electronic pillbox were deactivated such that during the 4-week postintervention period, the pillboxes only measured participants’ pill-taking behavior, similar to arm A.

**Study Instruments**

**Overview**

Project SMART collected data using a range of instruments and standardized assessments administered at various time points of a participant’s visits during preintervention (screening and baseline), intervention (4, 8, and 12 weeks), and postintervention (16 weeks) phases, spanning a period of 16 weeks. Table 1 contains a list of survey instruments.
<table>
<thead>
<tr>
<th>Study activity and measures</th>
<th>Preintervention</th>
<th>Intervention</th>
<th>Postintervention, week 16</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before 4 weeks to before 1 week</td>
<td>Baseline (enrollment)</td>
<td>Preparation time</td>
</tr>
<tr>
<td><strong>Study activity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screening for eligibility</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Release of information</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Randomization</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Device feature setting and preparation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquiring permission to change pharmacy and ordering medication</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Device and medication distribution</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Assigning social network designee</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Phlebotomy</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Weekly smartphone survey (conducted weekly)</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>Demographic and social information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demographics</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social circumstances</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Health care status</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Health literacy [52]</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Social support [52]</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Trust in physician [52]</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>Mental health and risk factors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BINI&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Depression (CES-D&lt;sup&gt;b&lt;/sup&gt;) [53]</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>AUDIT-C&lt;sup&gt;c&lt;/sup&gt; [54]</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Cocaine use disorder [55]</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Substance use disorder</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>ASI-Lite&lt;sup&gt;d&lt;/sup&gt; to assess cocaine use, polysubstance use, and severity [56,57]</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Timeline follow back [58]</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>LifeWindows (LW-IMB-AAQ&lt;sup&gt;e&lt;/sup&gt;) questionnaire to measure the information, motivation, and behavioral constructs of adherence [59,60]</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>Adherence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visual analog scale [61,62]</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Wilson adherence scale [63]</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Barriers to taking medication</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>Technology perceptions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technology acceptance [64]</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>
Screening

The screening instrument included questions regarding HIV status, health insurance, current prescription of ART, social designees, and ability and willingness to use a smart pillbox and smartphone for the duration of the study. This instrument determined the eligibility of a participant.

Baseline

The research staff completed the baseline survey after participants provided consent and a signed medical release of information for self-reported HIV status and HIV treatment regimen. Neurocognitive impairment (NCI) was assessed at baseline before assigning participants to the study arms. In addition, questions regarding their social networks (requested for arm D) were also administered at baseline. Phlebotomy measures using Quest Diagnostics were also conducted at baseline to conduct tests that included HIV-1 RNA testing (AmpliCor 1.5, range 50-750,000 copies/mL), CD4 lymphocyte count using flow cytometry, and HIV genotypic mutations (if VL>500 copies/mL).

Weekly Survey

During the intervention period (12 weeks), participants completed a short survey per week using the CommCare app on their smartphones. CommCare is a survey platform designed specifically for mobile devices. The survey had a multiple-choice format with the questions regarding cocaine use in the past 7 days, triggers of cocaine use, protected and unprotected sexual intercourse following cocaine use, ART adherence in the past 7 days, and reasons for nonadherence. The research team sent an automated SMS text message reminder to complete the survey.

Monthly Research Interviews

A total of 4 monthly interviews took place at weeks 4, 8, 12, and 16, the latter of which was the postintervention interview. At the week 8 follow-up, participants also completed a set of questions on the acceptability and feasibility of the study components using the Technology Acceptance Model. The questions were about the ease of use and usefulness of smart pillboxes and smartphones, attitude toward adherence-related SMS text messages, and perceived credibility of those messages. For participants in arm D of the RCT, there was an additional instrument measuring the acceptability and receptivity of the social network intervention.

SMS Text Messages

SMS text message data were collected from arm D participants at weeks 4, 8, and 12. A total of 4 SMS text messages (1 SMS text message per week) sent by the social designee to the participant were downloaded from participants’ phones by a
research staff member. These messages were then saved in a secure and password-protected drive at X University’s Health Insurance Portability and Accountability Act–compliant server.

**Study Completion and Device Recycling**

At the week 16 interview, study participants were asked to return their pillbox and their smartphone. Incentives were built in for device returns (Table 1). The study team disinfected the phones and boxes and applied a factory reset to remove all the saved information from the prior user.

**Payments**

All participants were given payments in the form of gift cards for their time and participation, following the guidelines of our IRB. Participants were paid for monthly interviews, answering the weekly smartphone survey, and returning the smart pillboxes and smartphones at the end of the study. Refer to Table 1 for a description of the payments.

**Analytical Plan**

**Primary Outcomes**

The primary outcomes of this study were ART adherence and persistence, measured as a composite score ranging from 0% to 100%, and as the number of continuous days of taking ART without a 7-day (or 3-day) gap [66,67], respectively.

**Secondary Outcomes**

Outcome analyses will be conducted for (1) drug outcomes (cocaïne use), (2) HIV treatment outcomes (VL<20 copies/mL; change in CD4+ T lymphocytes), and (3) ART-related information, motivation, and behavioral skills constructs. The general framework for discerning differences between study conditions on the main outcome variables will be to perform a 4 (intervention condition) × 3 (repeated follow-up assessments) mixed design analysis by entering preintervention scores as covariates and additional theoretically and empirically relevant variables (such as baseline mental status). For variables that are approximately normally distributed, we will use multivariate analyses of covariance, with significant multivariate tests with Bonferroni correction followed by subsequent analyses of covariance. Variables that violate distributional assumptions of normality will be analyzed using generalized linear model procedures, which enable the use of nonparametric functions such as non–Gaussian error models. On the basis of a review of the literature, the generalized linear model is the most appropriate approach for variables with strong positive skew, such as adherence [63,68].

**Ethical Oversight**

The IRB at Yale University reviewed and approved all study procedures (IRB:1508016342). Additional protections were provided by the National Institute of Health, which issued a certificate of confidentiality.

**Results**

**Sample Size**

On the basis of a review of pilot studies that have ranged in sample size from 12 per group [69-71] to 9% to 50% [72,73] of a large RCT’s sample size (typically 20-30 per arm), we aimed to enroll 20 participants for each of the arms for a total of 80 participants. The final enrollment was 71 participants, of whom 57 (80%) completed the study. Figure 3 shows a complete CONSORT (Consolidated Standards of Reporting Trials) diagram. This was deemed appropriate for obtaining preliminary findings and optimizing a large-scale RCT for future studies [74].

**Figure 3.** Study flow of participants. ART: antiretroviral therapy; RA: research assistant.
Randomization

Participants were assigned to their arms after completing the baseline interview and before receiving ART medication, a pillbox, and a smartphone. Owing to the time required in acquiring permission to change pharmacy and receive medication for 4 weeks from the pharmacy, there was a time-lapse between baseline interview and actual start time of the study, termed preparation time (Table 1). During the preparation time, participants were randomized to their respective arms, the pillbox communicative features were set to the requirements of the study arms, and the smartphones were set up with the survey (CommCare) and the SMS text message (SMS Back-Up and Restore) apps.

We followed a systematic sequence of assigning participants to the study arms—the first participant to arm A, second to arm B, third to arm C, and fourth to arm D; this sequence was repeated until the desired sample size was reached. In addition, during the baseline interview, questions related to the NCI were administered using the Brief Inventory of Neurocognitive Impairment questionnaire [75,76]. As it is well-documented that individuals with underlying mental illness experience worse outcomes, we stratified participants based on the presence or absence of NCI using 155 out of 228 as the cutoff point [75,76]. Consecutive participants with high NCI were placed in different arms. The data are currently undergoing analysis, and the manuscript is being developed for publication in early 2022.

Discussion

Study Challenges and Adaptations

Smart Pillbox

The research team chose the Health Insurance Portability and Accountability Act–compliant TowerView Health electronic pillbox because of its ability to record adherence data in real time and send automated reminders to a participant’s smartphone via SMS text messages. The smart features made this particular device more useful than frequently used pillboxes or bottles such as Glow Caps, MEMS Caps, or Wisepill in adherence research. As a start-up company based in Philadelphia, TowerView Health seemed to be the right choice for the study of the aforementioned reasons and for their active adherence research [77]. However, because of the unstable nature of start-up companies, this study experienced challenges worth noting.

First, the pillbox required a customized medication blister pack that would fit easily in the box. The local pharmacies at our study sites were not equipped with a printer to deliver these blister packs, creating the first barrier to adopting this pillbox. However, a pharmacy that had the capability to produce the customized blister packs required for the pillboxes was identified, located approximately 30 miles from the research site. The research team, along with TowerView Health, established a memorandum of understanding with the pharmacy that it would deliver participants’ HIV medication after receiving the prescription from the health care provider. This required participants to change their pharmacy for HIV medication for the duration of the study, which sometimes contributed to complications for the timely delivery of medication.

Second, some devices had technical issues similar to any other cellular device with wireless capabilities, such as loss of connection or cellular towers not responding. Our team worked diligently with the company’s engineering department and our participants to resolve such technical issues. One such incident, where pillboxes were not connected to the server because of negligence from the company’s side, led to data loss. Our research team was able to address this data loss by replacing faulty pillboxes with new devices and extending the study period for the affected participants to compensate for the data loss. We reached this solution by fully disclosing the errors and discussing the serious consequences on the study outcomes with our participants and the IRB. With IRB approval and full consent of the affected participants, we were able to resume regular intervention delivery and data collection.

Third, toward the end of Project SMART, when we were 8 participants away from reaching our target enrollment, TowerView Health informed us that their company had ceased to exist because of their inability to find investors. This was an unexpected challenge for our team; nevertheless, we addressed this issue by introducing a new method for the collection of adherence data for the last 8 participants. We extended the traditional and well-accepted pill count method of adherence to a picture format, whereby participants uploaded pictures of their ART pills in a blister pack on a weekly basis [78,79].

Although we lost the real-time adherence data collected by the electronic pillboxes, the picture pill count provides an appropriate alternative to other more invasive and labor-intensive methods of measuring adherence.

Smartphones

Most participants were able to return their smartphones at the end of the study, which was then factory reset and reused for other study participants. However, some (9/57, 16%) participants reported losing or damaging their phones, such that phones had to be replaced. mHealth studies with incentives have reported a similar proportion of returned devices with return incentives. This is encouraging as the return rate among people with multiple challenges because of cocaine use is comparable with that of other populations.

The use of prepared Samsung phones for the participants provided numerous lessons for future digital health interventions. Each participant phone needed 2 separate apps (CommCare and SMS Back-Up and Restore) downloaded from the Google Play Store installed before participant enrollment. To ensure the consistency of the mobile phone hardware and software provided to each participant, the research team needed to register a new Google account on each Samsung device for each new participant. To prepare batches of phones with separate Google accounts, the research team needed to validate each new account by receiving an SMS text message on their personal phones. At the beginning of the study, Google account permissions allowed a single phone number to validate
numerous new accounts. However, midway through the study, Google enacted more stringent account validation protocols, and the research team could not set up numerous accounts using 1 phone number. Thus, the creation of Google accounts to set up participant devices became a significant bottleneck for the project. The research team overcame this problem by using multiple phones to set up the accounts.

**Time Length for Cocaine Use**

One of the initial inclusion criteria was cocaine use in the past 30 days. This criterion was limiting, as most of the eligible participants reported using it infrequently or trying to quit. Hence, to address low recruitment, the study was adapted to first open up to people with HIV who had used cocaine in the past 60 days and then to people who had ever used to reach the target sample size, which was approved by the IRB.

**Demands of the Study**

Project SMART was conducted among people with HIV who were active cocaine users. Although most participants were able to adhere to the study protocol of using the electronic pillbox, using their smartphones to complete weekly surveys, and completing in-person interviews at the study site, almost one-fifth were unable to complete the study (14/71, 20%). The reasons for dropping out of the study were (1) comorbidities such as cancer and heart conditions, which required an extended period of hospitalization, affecting the ability to use the pillbox and participate in the study; (2) incarceration because of violent behavior while using illicit substances; (3) inability to answer phone calls and reminders for in-person interviews, leading to regularly missed in-person interviews; and (4) not being able to receive permission from nurses at the community homes to use medication adherence devices.

The RCT was a complex study that placed multiple demands on a population that already experienced constant instabilities, including insecurities related to health, social relations, or living conditions, because of drug use and other marginalized identities. The components of the study added to the burdens of living, including traveling to the research site, participating 4 times in an hour-long interview, learning how to use new technology, and completing multiple tasks throughout the period of the study. These demands created additional challenges for our participants, which resulted in a high dropout rate. Hence, in the future, similar mHealth interventions should aim to minimize these demands to reduce the burden on marginalized participants and maintain retention in the study.

This study lends itself to the emerging theoretical work on complex health intervention frameworks [81]. Complex health interventions are characterized by the complexity of the intervention at the following levels: the design of the intervention, the people involved (those who implement as well as those to receive it), at the organization and workforce, and at the outcome level. The 2 important constructs of this framework are the *core function* and *forms* of the intervention. *Core function* refers to the main purpose or goal that the intervention seeks to achieve, and *form* includes the strategies or activities of the intervention to achieve those goals [81]. The complex health intervention framework, which was based on research on patient-centered medical home interventions, argues that the core function of health interventions can be achieved through forms, which may vary greatly based on the cultural and contextual needs of the individuals that they serve. Hence, complex health interventions will change based on the context-specific needs of the patients or populations they serve as well as those who implement the intervention [81]. In this study, we acknowledge that the electronic pillbox was designed for individuals who have greater stability and fewer comorbidities than individuals with HIV who use cocaine. Therefore, future interventions should account for the complex and changing needs of this population, their health care providers (eg, nurses at community homes), and other characteristics in the early stages of the implementation and adapt the services to the changing demands of the intervention.

Although this study was able to adjust the intervention in the latter part of the study by replacing the electronic pillbox with a manual blister package, earlier assessment and adaptation would have better facilitated the core function. In addition, the framework suggests that researchers should develop a *function and form matrix* in anticipation of challenges they may face in implementing complex interventions [81]. Hence, in the future, researchers should create a framework with the core functions of the interventions and possible adaptations of the forms to be prepared for the complexities that could arise at the various levels of the intervention.

**Conclusions**

This paper provides detailed information about an RCT involving an mHealth intervention to improve adherence to ART for people with HIV who use cocaine. The 4-armed RCT with a control group sought to assess the feasibility and acceptability of technology interventions such as smart pillboxes and smartphones among at-risk, vulnerable populations, for whom currently the only effective adherence intervention is directly administered ART, which is expensive and labor intensive. The pilot study described here presents the different components of a technology-based intervention that can provide options for scaled-back strategies, both in terms of cost and personnel, as well as highlighting some challenges and adaptations required to consider when planning for a large-scale study.
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Abstract

Background: Adolescents involved in the juvenile justice system who use cannabis are at an increased risk of future substance use disorders and rearrest. Many court-involved, nonincarcerated (CINI) youth are referred for services in the community and often encounter multiple barriers to care, highlighting the need for minimally burdensome services that can be delivered in justice settings. Digital health interventions are accessible, easy to implement, and can provide ongoing support but have not been developed to address the unique needs of CINI youth who use cannabis.

Objective: This multiphase study will aim to develop, implement, and pilot test a novel smartphone app, Teen Empowerment through Computerized Health (TECH), to reduce cannabis and other substance use among CINI youth. TECH is conceptualized as a digital adjunct to a brief computerized intervention delivered by our family court partner.

Methods: Following the principles of user-centered design, phase I interviews with CINI youth aged 14-18 years (n=14-18), their caregivers (n=6-8), and behavioral health app developers (n=6-8) will guide the TECH design decisions. Next, in phase II, CINI youth (n=10) will beta test the TECH app prototype for 1 month; their feedback regarding feasibility and acceptability will directly inform the app refinement process. Finally, in phase III, CINI youth (n=60) will participate in a pilot randomized controlled trial for 6 months, comparing the preliminary effectiveness of the adjunctive TECH app on cannabis use outcomes.

Results: Phase I data collection began in September 2020 and was completed in December 2021; 14 CINI youth, 8 caregivers, and 11 behavioral health app developers participated in the study. Phases II and III will occur in 2022 and 2023 and 2024, respectively.

Conclusions: This body of work will provide insight into the feasibility and acceptability of a smartphone-based adjunctive intervention designed for CINI youth. Phase III results will offer a preliminary indication of the effectiveness of the TECH app in reducing cannabis use among CINI youth.

International Registered Report Identifier (IRRID): DERR1-10.2196/35402
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Introduction

Background

Cannabis use is common among court-involved, nonincarcerated (CINI) youth, who comprise 74% of justice-involved youth [1]—of those who test positive for a substance at the time of their arrest, 92% test positive for cannabis [2]. Early-onset cannabis use has been linked to many negative long-term outcomes, including violent behavior [3], criminal justice involvement [4,5], and substance use (SU) disorders [6]. In addition, cannabis use is a risk factor for subsequent rearrest and detention among CINI youth, perpetuating their involvement in the juvenile justice system [7]. The synergistic, maladaptive relationship between early cannabis use and juvenile justice involvement [8] highlights the need for early interventions targeting cannabis use in CINI youth [9]. Unlike detained youth who can be funneled directly into treatment on-site [10], CINI youth are typically referred to community providers, shifting treatment-seeking responsibilities to CINI youth and their families. Families involved with the legal system often face multiple competing demands that can make it difficult to engage in treatment [11], even when court-mandated, placing CINI youth at risk for escalating legal consequences and SU problems. Recent research indicates that only 28% of detained youth [12] and <30% of CINI youth [13] in need of SU services ultimately receive any treatment. Given that many court agencies were not designed to deliver SU treatments, on-site services need to minimize resource demands, maximize accessibility, and above all, be effective.

Although research on effective interventions to reduce cannabis use among CINI youth is in its infancy, theory and evidence from the broader adolescent SU literature may offer valuable insight. To date, theories of adolescent SU [14] have centered on several key intrapersonal and interpersonal mechanisms of SU behavior. Intrapersonal mechanisms, including one’s attitudes, self-efficacy, beliefs, and SU expectancies, are thought to be informed via didactic (eg, SU education [15]) and social (witnessing parent [16-18] or peer [19] SU) learning and later refined by direct experiences. Theorized interpersonal mechanisms of SU behavior encompass both direct influence from others, such as social reinforcement or modeling [20,21], and indirect influences, including perceived norms of peers’ SU [14,22].

Recent systematic and meta-analytic reviews of SU treatments for youth [23-25] indicate that cognitive-behavioral, family-based, and motivation-enhancing approaches are most effective at decreasing SU behaviors and problems in adolescents. Established intervention approaches primarily target intrapersonal mechanisms of SU. Cognitive-behavioral and family-based approaches can take 12 to 16 sessions [26], whereas motivation-enhancing models require fewer sessions and organizational resources, suggesting they could potentially be more cost-effective [27-29] and disseminable [30] in justice settings. Although brief motivation-enhancing approaches have shown promise among justice-involved youth [31,32], such interventions could be strengthened by incorporating components that also target interpersonal mechanisms of SU. For example, a recent randomized controlled trial (RCT) of a motivation-enhancing intervention incorporating accurate peer cannabis use norms found that participants reported more accurate peer norms after treatment [33]. In turn, changes in peer norms and one’s own approval of cannabis use were linked to posttreatment improvements in cannabis use and related outcomes. Finding new ways to foster peer engagement and build supportive communities in adolescent treatment contexts akin to SU recovery (eg, 12-step programs, peer recovery specialists, and online support groups) could prove to be a powerful means of promoting SU behavior change among youth.

Digital health interventions that combine motivation-enhancement and accurate peer norms may be especially well-suited to treat CINI youth in justice settings because they are accessible, customizable, portable, and show evidence of reducing cannabis use [34-39]. Among adolescents who receive brief computerized SU treatments [40], effects appear to fade over time [41], suggesting that adjunct treatments may be needed to help sustain gains. Smartphone apps are an especially appealing means of providing youth ongoing, on-demand care as an adjunct to concurrent or recently completed services (eg, continuing care and recovery support). More than 91% of US youth have their own smartphones [42], which they use for everything from schoolwork to seeking support from peers during challenging times [43]. Overwhelming evidence shows that teens find mobile apps to be a confidential and acceptable intervention platform, one with which they engage much more frequently than adults [44,45].

Most publicly available smartphone apps for SU do not incorporate evidence-based practices or resources related to SU treatment [46,47], but the availability of empirically-supported apps is increasing. A 2021 systematic review of smartphone apps for SU [48] identified 2 adjunctive smartphone apps specifically for youth with cannabis use. Although studies of both apps established the feasibility and potential efficacy of adjunctive smartphone apps for cannabis use [44,49-52], these apps were built for older, heavy cannabis users who were also receiving in-person therapy from skilled clinicians, and neither was designed for youth in low-resource settings like the juvenile justice system. Critically, no existing apps built to help youth reduce cannabis or other SU have any peer networking features. In other words, no currently available app designed for youth who use substances leverages interpersonal mechanisms of change. This represents a significant limitation to existing apps as well as an opportunity to advance the field. Therefore, new research is needed to establish the feasibility, acceptability, and effectiveness of an adjunct smartphone app targeting intrapersonal and interpersonal mechanisms to reduce cannabis use among high-risk teens in low-resource settings.

Study Aims and Hypotheses

This protocol aims to develop, feasibility test, and evaluate the preliminary effectiveness of Teen Empowerment through Computerized Health (TECH) app as an adjunct to standard family court services (ie, treatment-as-usual [TAU]) to reduce cannabis and other SU among CINI youth. We conceptualize TECH as a peer-facilitated adjunct to brief, motivation-enhancing treatments for cannabis use—a virtual...
community where CINI youth can give and receive ongoing support around SU-related behavior change. Study activities will address three scientific aims and two hypotheses:

- **Aim 1**: develop a user-driven smartphone app, TECH, to reduce cannabis use among CINI youth
- **Aim 2**: examine the feasibility and acceptability of TECH
  - **Hypothesis 1**: TECH will be feasible for and acceptable to CINI youth
- **Aim 3**: test the preliminary effectiveness of TECH as an adjunct to TAU (ie, TAU-only vs TAU+TECH) on cannabis and other SU (primary outcome)
  - **Hypothesis 2**: CINI youth who receive TAU+TECH will demonstrate greater reductions in cannabis and other SU-related outcomes relative to TAU-only CINI youth. We will also explore possible intervention effects on a secondary outcome (ie, delinquent behavior) and multiple putative mediators (ie, intrapersonal and interpersonal mechanisms of change)
- **Exploratory Hypothesis 1**: youth in the TAU+TECH group will show greater change on the secondary outcome and putative mediators

### Methods

#### Study Overview

The study aims will be achieved across 3 distinct study phases. Phase I will consist of qualitative interviews with CINI youth (n=14-18), their caregivers (n=6-8), and behavioral health app developers (n=6-8) to determine how, why, and when CINI youth would most prefer to engage with a smartphone app to reduce cannabis use. Qualitative results will guide decision-making on the key features and overall design of the TECH app, in partnership with our software developer. Phase II will beta test the TECH app with CINI youth (n=10) to guide decision-making to refine the app. Phase III will encompass a pilot RCT with CINI youth (n=60) to compare the treatment effects of TAU-only and TAU+TECH.

#### Theoretical Frameworks

The study will be guided by 2 frameworks. First, the research approach will follow principles of user-centered design [53] for accelerating digital health research [54]. In this context, the user-centered design approach will engage key stakeholders in all aspects of TECH development and refinement, to ensure the resulting app is tailored to the specific needs and preferences of CINI youth who use cannabis. Second, the Behavior Intervention Technology (BIT) model will guide the research team’s efforts to build the TECH app prototype [55]. The BIT model helps researchers clarify why a digital health product is needed (eg, clinical and usage aims for the TECH app), how it is expected to change users’ behavior (eg, interpersonal and intrapersonal mechanisms), and what technical components will achieve the desired effects (eg, elements, characteristics, and workflow of the TECH app features).

#### Study Setting

This research will be done in partnership with a state-wide family court in the Northeastern United States. The partner family court has jurisdiction over all delinquent, wayward, dependent, psychiatrically disordered, and diverted youth aged <18 years.

### Standard of Care Services

All CINI youth who participate in any phase of this study will receive standard services from the family court, including juvenile intake and any indicated referrals. In the juvenile intake, court staff workers screen youth for mental health and SU problems. Intake workers then make referrals; options for continued system involvement include formal delinquency charges, diversion programs (eg, mandated community service, mental health services, or SU services), ongoing supervision, or probation.

In 2017, the family court began recommending the eCHECKUP-TO-GO (ECTG) program for cannabis [56] as their standard of care for CINI youth who present with a history of cannabis use. ECTG is a computerized single-session, motivation-enhancing intervention that generates personalized behavior change goals related to cannabis and SU across personal, academic, and social domains and has shown positive outcomes among cannabis-using [37,57] and abstinence [58] college students. All CINI youth who participate in any phase of this study will receive the computerized ECTG program for cannabis use.

### Inclusion Criteria

Three types of participants will be recruited: CINI youth, their caregivers, and behavioral app developers. Notably, caregivers of CINI youth and CINI youth will participate independently in the study (ie, we are not enrolling caregiver+CINI youth dyads). CINI youth will be recruited for all study phases and must be (1) aged 14-18 years, (2) able to speak and read English, (3) have access to a smartphone, (4) report past-year cannabis use and screen positive on either the CRAFFT (car, relax, alone, forget, friends, trouble) [59] or the Massachusetts Youth Screening Instrument-Version 2 (MAYSI-2 [60])—the family court’s preferred evidence-based SU screening measures, and (5) have a caregiver willing and able to provide consent for their participation. In phases II and III, eligible CINI youth must also be (6) willing to adhere to the TECH app’s user safety agreement during the consent process. Importantly, caregivers providing consent for CINI youth to participate must be able to complete the consent process in English or Spanish. Caregivers and behavioral health app developers will only participate in phase I interviews. Caregiver participants must (1) speak in English and (2) be a legal guardian and primary caregiver of an eligible CINI youth. Behavioral health app developers must (1) speak and read in English and (2) be lead developers of a research-based smartphone app targeting behavioral health outcomes. Exclusion criteria are limited to enhance generalizability and only include conditions that preclude CINI youth from actively participating in an interview or using the proposed app (eg, psychosis, cognitive impairment, no smartphone access, or non-English speaking).

### Recruitment

CINI youth (phase I, n=14-18; phase II, n=10; and phase III, n=60; in total, n=84-88) will be recruited through the family court's preferred evidence-based SU screening measures, and have a caregiver willing and able to provide consent for their participation. In phases II and III, eligible CINI youth must also be willing to adhere to the TECH app’s user safety agreement during the consent process. Importantly, caregivers providing consent for CINI youth to participate must be able to complete the consent process in English or Spanish. Caregivers and behavioral health app developers will only participate in phase I interviews. Caregiver participants must (1) speak in English and (2) be a legal guardian and primary caregiver of an eligible CINI youth. Behavioral health app developers must (1) speak and read in English and (2) be lead developers of a research-based smartphone app targeting behavioral health outcomes. Exclusion criteria are limited to enhance generalizability and only include conditions that preclude CINI youth from actively participating in an interview or using the proposed app (eg, psychosis, cognitive impairment, no smartphone access, or non-English speaking).
court’s juvenile intake department. Court intake staff will receive a brief training on the study objectives, eligibility criteria, and referral procedures. Upon screening a study-eligible adolescent, intake staff will describe whichever phase of the study is actively recruiting participants; CINI youth aged >18 years and caregivers of interested minors will sign a consent-to-contact form allowing contact with the investigators. The phase I consent-to-contact form allows families to indicate whether the CINI youth, the caregiver, or both would be interested in interviewing. When recruiting CINI youth who are minors, the research team will initiate contact with their caregivers.

Caregivers of CINI youth (phase I only; n=6-8) will be recruited through the family court’s juvenile intake department via the same methods used to recruit CINI youth. Following receipt of the consent-to-contact form, the principal investigator will contact eligible caregivers to describe the study interviews.

Behavioral health app developers (phase I only; n=6-8) will be identified via searches of the literature and repositories of federally funded grants to ensure they were a lead developer of a research-based smartphone app targeting behavioral health outcomes. Given TECH’s focus, preference will be given to developers of youth- or SU-focused apps. The principal investigator will contact eligible individuals to describe the study and invite them to reply if interested.

Compensation
All participants will receive financial compensation for their participation in the study. Phase I participants will receive a US $50 gift card upon completion of the study interview. Phase II and III CINI youth will receive up to US $90 and US $200 in gift cards, respectively.

Retention
To promote retention of phase II and III CINI youth at follow-up, we will collect multiple sources of contact information at baseline, including social media handles [61]. Participants will also receive gift cards escalating in value for each completed assessment (ie, US $40 at baseline, US $50 at 1 and 3 months, and US $60 at 6 months).

Informed Consent
Overview
All participants will be fully informed of the purposes and procedures of the study, both verbally and through a written description in assent and consent forms. Individuals aged >18 years (ie, caregivers, behavioral health app developers, and CINI youth who are legally adults) will provide informed consent before study enrollment; for minor CINI youth, we will obtain consent from their legal guardian and assent from the youth. The informed consent and assent processes will be conducted in English by a research team member; a bilingual, trained research assistant will complete the process with any Spanish-speaking caregivers providing consent for minor CINI youth. This process will occur either in-person, by phone, or via videoconference, depending on the potential participant’s preference.

Potential participants and caregivers providing consent for CINI youth will be reminded that their participation is strictly voluntary, they can refuse to answer any questions, and they may withdraw from the study at any time. Potential adolescent and caregiver participants will also be assured that they may decide to participate, not participate, or withdraw from the study without fear of penalty from the family court. To ensure adequate comprehension, a research team member will ask potential participants to describe the purpose of the study and the basic study procedures. If the potential participant does not appear to understand the study, the research team member will read aloud key portions of the consent or assent form and provide brief verbal summaries of each section of the consent or assent form. Once adequate understanding has been demonstrated, potential participants will be asked to electronically sign their consent or assent form via a Qualtrics survey. Participants will be sent a copy of their completed form, for their records.

User Safety Agreement
As part of the consent/assent process, phase II and III CINI youth will also be required to agree to adhere to a user safety agreement describing appropriate use of the TECH app. Digital and social media products often require users to agree to adhere to specific terms regarding their use; researchers have begun to include such agreements in their technology-based studies [62]. The TECH app user safety agreement will specify guidelines for appropriate peer interactions in the digital research context (eg, maintaining privacy and anonymity, respect for others, relevant content, the role of the moderator, and protecting the safety of all users) and outline possible consequences for violating the terms of use (eg, moderators will delete posts and remove the participants’ access to interactive app features).

Sample Size Feasibility
We aim to recruit 84 to 88 CINI youths throughout the 5-year, multiphase protocol. Approximately 1500 youths are referred to the family court annually. In a recent study of a sample of youth screened by the family court, 173 (50%) of 348 youths screened positive for problematic cannabis use [63], indicating that the recruitment pool is sufficiently robust to support the proposed recruitment targets.

Phase I: Formative Research and TECH Prototype Development
Overview
Semistructured interviews will be conducted with CINI youth (n=14-18), their caregivers (n=6-8), and behavioral health app developers (n=6-8). The primary goal is to gather data from CINI youth, to guide decision-making and prioritization of the TECH app features. Broadly, the interviewers will uncover potential barriers to app development or implementation.

Interview Guides
Separate interview guides will be used for each type of participant, but all will explore the following BIT [55] model dimensions: (1) clinical aims, to learn what types of intervention goals would be most relevant and appealing to CINI youth (eg, avoid arrest and decrease cannabis use); (2) usage aims, to
understand how CINI youth use behavioral health apps; (3) behavior change strategies, to identify which theory-driven approaches to behavior change appeal most to CINI youth (eg, goal-setting, monitoring, education, and peer support or advice); (4) elements, to identify those app features most relevant and appealing to CINI youth to address their cannabis use (eg, notifications, text messages, and newsfeed); (5) characteristics, to establish CINI youths’ preferences around personalization, complexity, types of media employed, and general esthetics (eg, settings, design, and individualization); and (6) workflow, to understand CINI youths’ preferred conditions for engaging with an app (eg, time- vs goal-based) to define a user-driven workflow.

Interviews with behavioral health app developers will focus on their experiences developing, implementing, and refining smartphone apps for behavioral health. Caregiver interviews will capture thoughts about their teen’s potential use of a smartphone app for cannabis use, potential barriers to their teen’s ongoing use of the app, and the perceived feasibility and acceptability of digital health interventions for high-risk teens.

CINI youth participants will begin their interviews upon completing the computerized ECTG program for cannabis [56] (ie, TAU). Youth will describe their access to and use of smartphones, how they engage with peers digitally, and share their perceptions of and prior experience with behavior change apps, to capture the feasibility and acceptability of digital behavioral health interventions for CINI youth. Interviews will examine youths’ concerns about using smartphone-based interventions in juvenile justice contexts, including security and privacy, court staff access to the app, and perceived risks of connecting digitally with other CINI youth. The bulk of the interview will be dedicated to BIT [55] domains to inform how the proposed TECH app could best support CINI youth enacting ECTG-recommended changes in cannabis use and other behaviors. Youth will rate each app feature on a 10-point Likert scale of importance and name their top 3 preferred features, to ensure the TECH app features align with CINI youths’ preferences.

Interview Procedures

All interviews will be conducted and audio recorded by the principal investigator (SH). Behavioral health app developer and caregiver interviews will take 30 to 60 minutes, whereas CINI youth interviews will take 60 to 90 minutes. Participants will complete any quantitative measures before their interviews.

Interview Quantitative Measures

All participants will be asked to provide basic demographic information (eg, age, biological sex, and education level).

CINI youth will be asked to describe their recent history of behavioral health services via the Child and Adolescent Services Assessment [64,65]. The Marijuana Use Questionnaire [66,67] will capture youths’ preferred type (eg, plant or concentrate) and mode (eg, vape, smoke, and edible) of cannabis use. Youth will also report on their perceptions of normative cannabis use among their peers. Following standard practices [33,68], three types of norms will be captured for two reference groups (ie, your close friends and other teens your age): (1) descriptive norms ask participants to estimate, within each reference group, the percentage of youth who have ever used cannabis and who use cannabis regularly, along with their past-month and past-year frequency of use, on a 9-point Likert scale (0=never to 8=every day); (2) injunctive norms, which assess each reference group’s approval of youth who have never used cannabis, used once or twice, use occasionally, and use regularly, on a 7-point Likert scale (1=strongly disapprove to 7=strongly approve); and (3) subjective norms, which measure each reference group’s perceived approval of the participant’s past 30-day cannabis use on a 7-point Likert scale (1=strongly disapprove to 7=strongly approve).

Interview Analysis

All phase 1 quantitative measures will be analyzed using percentages or means and SDs. These data will offer descriptive insights into each group of interviewees.

Interviews will be transcribed and checked by 2 research team members to identify any discrepancies before the analysis. Data from each type of participant will be analyzed separately using the following directed content analysis [69] approach. The analysis will begin with an a priori coding framework derived from BIT model constructs but will allow for the emergence of unanticipated codes. First, 2 team members will independently code the same transcript; the research team will convene to discuss identified codes to refine BIT codes and reach consensus regarding emergent codes. This process will be completed for each type of participant, resulting in a series of 3 codebooks. All transcripts will then be independently coded by 2 team members. The team will reconvene to discuss divergent codes with the goal of achieving 100% consensus; codes that remain discrepant following this discussion will be decided by a third, independent coder. Coding will occur on a rolling basis, to allow for periodic assessment of data saturation [70,71].

Building the TECH App

Anticipated Components

Although our final decision-making will be driven by phase 1 formative work, we anticipate including several theory-driven components in the TECH app. Specifically, in-app goal-setting and behavior tracking (eg, promoting self-efficacy) as well as delivery of accurate SU information (eg, helping to change attitudes and beliefs about SU) will leverage intrapersonal mechanisms of change. Interpersonal mechanisms of change will be targeted through a newsfeed for youth to post their progress (eg, modeling and social norms) and receive peer support (eg, social reinforcement). To protect against deviant peer influence [72], the app will be programmed to prevent negative (eg, thumbs-down) or covert (eg, direct messaging) features, and the moderator will monitor in-app activity daily.

App Development

The TECH app prototype will be built in partnership with Mooseworks Software LLC, a development company that builds apps from a software library of preprogrammed features, including, but not limited to, networking forums, community newsfeed, push notifications, tracking logs, and sharable posts. Guided by phase I formative work, the research team will engage in a series of meetings to select core elements and features of
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TECH in consultation with the software developer. Following the BIT model [55] (Figure 1), this process will match theory-driven intrapersonal (ie, self-efficacy, attitudes, and beliefs about SU) and interpersonal (ie, modeling, social norms, and social reinforcement) mechanisms of behavior change with CINI youth’s preferred app features. The research team will test the prototype’s functionality before launching phase II. In addition, the research team will populate the app with content solicited during phase I interviews with CINI youth to ensure the app is engaging to initial participants.

Figure 1. Applying the behavior information technology model [55] to the proposed Teen Empowerment through Computerized Health app.

Phase II: Beta Testing the TECH Prototype

Overview
In the next phase of the study, CINI youth (n=10) will beta test the TECH prototype. Beta testing enables users to identify and refine unclear components and troubleshoot software bugs. Methodologically, beta testing helps researchers reduce dissatisfaction, assess acceptability, and test and refine key study procedures (eg, app introduction, user safety agreement adherence, and metadata collection) before an RCT [73-76].

Beta-Testing Procedures
CINI youth recruitment, caregiver consent, and assent procedures will be identical to phase I, with one exception. Phase II will use a phased approach to recruitment, wherein the research team will wait to schedule baseline assessments until receiving consent-to-contact forms for 4 CINI youths. This will help ensure sufficient in-app peer presence for initial participants.

Enrolled CINI youth will attend a study session to complete baseline measures, the computerized ECTG program for cannabis use [56] and receive an introduction to the TECH prototype. A research team member will help participants download the app, create an anonymous account and log in, review the TECH app user safety agreement, and learn how to use each app feature. The research team member will help teenagers enter at least two cannabis-related behavior change goals derived from the ECTG program [56]. The TECH app introductions will be audio recorded to assess researcher adherence to the introduction protocols. The research team will monitor the TECH app activity daily to ensure prompt handling of any app functionality problems or participant concerns.

CINI youth will be asked to use the TECH app prototype for 1 month, completing a brief measure of acceptability each week. At the end of the beta-testing period, participants will complete a series of post–beta-testing measures of feasibility and acceptability. The TECH app metadata will be examined on an ongoing basis to monitor use patterns, note which app features are underused, and identify opportunities for targeted intervention to promote increased use. To test urine drug screen administration procedures for phase III’s pilot RCT, phase II CINI youth will be asked to complete a Clinical Laboratory Improvement Amendments—waived urine drug screen with eight panels (ie, cannabis, amphetamines, methylenedioxy-methylamphetamine, opiates, oxycodone, methamphetamines, cocaine, and benzodiazepines) during their post–beta-testing appointment. For in-person appointments, a research team member will request a urine sample and administer the dip test. Youth who complete appointments virtually will be mailed necessary screening materials before their appointment and receive step-by-step instructions to self-administer the dip test. Once the results are recorded, all the specimens and testing materials will be destroyed.

Beta-Testing Measures
Baseline
Measures will be identical to those used in phase II.

Feasibility
The feasibility of the TECH app prototype will be assessed using two primary indicators: (1) percentage of CINI youth willing to participate (recruited vs enrolled) with a target of 50% and (2) TECH usability, measured by automatically collected metadata. Available metadata will depend on design decisions following phase I formative work (eg, forum or newsfeed needed to make a post). Ideal app use would involve at least half of phase II participants using the app 2 or more times, spending an average of 30 seconds in the app when using it, posting at least once, and liking a peer’s content at least once.

Acceptability
We will measure the acceptability of the TECH app via four quantitative indicators: (1) percentage of CINI youth who withdraw from the beta-testing process, with a target of less than 20%; (2) weekly administration of the user version of the Mobile Application Rating Scale [77], an established, 20-item measure of an app’s engagement, functionality, aesthetics, and information quality, with a targeted app quality mean score of 2.5, or higher (out of 5); (3) the Consumer Satisfaction Questionnaire [78], with a target of at least 70% of CINI youth indicating that they are satisfied and would recommend TECH to others; and (4) a structured, open-ended questionnaire to solicit feedback about the TECH prototype, including changes to content or features that could improve usability and engagement, administered at the end of the 1-month beta-testing period.

Beta-Testing Analysis
Due to the small sample size, phase II measures will only be used to offer insight into the feasibility of study procedures and guide the TECH app refinement. Data will be presented in
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aggregate and analyzed using means, SDs, or similar types of statistical analyses (eg, percentages).

**Refining TECH**

Similar to the development of the prototype, the TECH app refinement will follow the BIT model [55] and incorporate feedback provided by CINI youth during beta testing. The research team will work with our software developer to troubleshoot usability issues, consider modifications to address acceptability concerns, and finalize the TECH app.

**Phase III: Pilot RCT of the Final TECH App**

**Overview**

In the final phase of the study, we will conduct a pilot RCT with CINI youth (n=60) to examine the feasibility, acceptability, and preliminary effectiveness of the TECH app. CINI youth recruitment, caregiver consent, assent, and baseline appointment procedures will be identical to those in phase II. Table 1 depicts the timing of phase III activities.
Table 1. Schedule of enrollment, interventions, and assessments for phase III’s pilot randomized controlled trial.

<table>
<thead>
<tr>
<th>Enrollment</th>
<th>Allocation</th>
<th>Postallocation</th>
<th>Closeout, t\textsuperscript{x} \textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓ Screening</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>✓ Informed consent or assent</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>✓ User Safety Agreement</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>✓ Baseline</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>✓ Randomization</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

**Interventions**

- TAU\textsuperscript{e} (all study participants) ✓
- TECH\textsuperscript{f} app (only TAU+TECH participants) ✓ ✓ ✓

**Phase III measures for all participants**

- Demographics ✓
- Child and Adolescent Services Assessment [64,65] ✓
- Marijuana Use Questionnaire [66,67] ✓
- Timeline Followback Interview [79-81] ✓ ✓ ✓ ✓
- Urine Drug Screens ✓ ✓ ✓ ✓
- Selected items on Global Appraisal of Individual Needs [82] ✓ ✓ ✓ ✓
- Selected items on cannabis use attitudes [83] ✓ ✓ ✓ ✓
- Marijuana Adolescent Problem Inventory [84] ✓ ✓ ✓ ✓
- Marijuana Effect Expectancy Questionnaire [85] ✓ ✓ ✓ ✓
- Cannabis Refusal Self-Efficacy Questionnaire [86,87] ✓ ✓ ✓ ✓
- Adapted Readiness to Change Questionnaire [88] ✓ ✓ ✓ ✓
- Descriptive, Injunctive, and Subjective Peer Norms [33] ✓ ✓ ✓ ✓

**Phase III measures completed by TAU+TECH participants**

- Mobile Application Rating Scale (user version) [77] ✓ ✓ ✓
- Adapted Consumer Satisfaction Questionnaire [78] ✓ ✓ ✓
- Open-ended TECH app feedback questionnaire ✓ ✓ ✓

**Other phase III measures not completed by participants**

- Percent of CINI\textsuperscript{g} youth recruited vs enrolled ✓
- Percent of CINI youth who withdraw from the study ✓
- TECH app usability metadata ✓

\textsuperscript{a}Conclusion of study.
\textsuperscript{b}1 month after baseline.
\textsuperscript{c}3 months after baseline.
\textsuperscript{d}6 months after baseline.
\textsuperscript{e}TAU: treatment-as-usual.
\textsuperscript{f}TECH: Teen Empowerment through Computerized Health.
\textsuperscript{g}CINI: court-involved, nonincarcerated.

**Pilot RCT Randomization**

Upon completing the computerized ECTG program for cannabis use [56] at the baseline appointment, participants will immediately be randomized to 1 of the 2 treatment conditions. Participants will be randomized using an urn randomization spreadsheet [89], balancing for biological sex and frequency of cannabis use. Youth will be assigned at a ratio of 2 TAU+TECH to 1 TAU-only to ensure sufficient peer presence on the TECH app at any given time.
Pilot RCT Treatment Conditions

TAU-Only
The computerized ECTG program for cannabis use [56] and the family court’s standard care services will serve as the TAU-only condition in the pilot RCT.

TAU+TECH
Participants in the TAU+TECH arm will receive all TAU components and access to the TECH app. Immediately after randomization, a research team member will introduce participants to the TECH app using the same procedures used in phase II. TAU+TECH participants will be asked to use the TECH app for 6 months.

Pilot RCT Measures
Baseline, preliminary effectiveness, and putative mediator outcome measures will be administered to all phase III participants at all time points. Feasibility and acceptability measures specific to the TECH app will only be administered to participants randomized to TAU+TECH at the 1-, 3-, and 6-month follow-up appointments.

Baseline
All phase II baseline measures and phase III measures of preliminary effectiveness, secondary effectiveness, and putative mediators will be administered at baseline.

Preliminary Effectiveness Outcomes
These measures will be completed by all phase III participants at all assessments and will assess the preliminary effectiveness of TAU+TECH relative to TAU-only. The primary outcome measure will be CINI youths’ self-reported cannabis and other SU, as measured by the Timeline Followback Interview [79-81]. Youth will report their total days of cannabis and other SU, abstinence, high-volume use, co-use, and cannabis grams per day in the past 30 days. Youth self-reported SU will be corroborated by urine drug screens using the same procedures outlined in phase II unless adjustments are deemed necessary.

Secondary Effectiveness Outcomes
We will collect data on delinquent behavior to account for its bidirectional relationship with cannabis and other SU. Furthermore, 9 items adapted from the Global Appraisal of Individual Needs-Core [82] will assess past 30-day delinquency and legal system involvement.

Putative Mediators
We will collect six indicators of putative intrapersonal mechanisms of change: (1) attitudes toward cannabis use will be assessed by two items [83] that capture the perceived acceptability of personal cannabis use on a Likert scale, one positively framed (“Is it ok...?”) and one negatively framed (“How wrong is...?”); (2) the Marijuana Adolescent Problem Inventory [84], which includes 23 items on perceived cannabis-related consequences, rated on a 0-4 Likert scale; (3) The 6-item Marijuana Effect Expectancy Questionnaire-Brief [85], which gauges positive and negative expectations of cannabis use [90]; (4) the Cannabis Refusal Self-Efficacy Questionnaire [86,87], which uses 14 items measuring self-confidence to resist or refuse cannabis; (5) an adapted Readiness to Change Questionnaire [88], which will assess motivation to reduce cannabis use with 12-items; and (6) descriptive, injunctive, and subjective peer norms of cannabis use [33,68] as collected at baseline in prior phases.

Feasibility and Acceptability
These measures will be identical to those used in phase II; however, only CINI youth randomized to the TAU+TECH condition will be asked to complete measures regarding their experiences using the TECH app.

Pilot RCT Statistical Analysis
We will conduct preliminary analyses on key variables to examine distributional properties, identify outliers, and transform variables as needed. The conditions (ie, TAU-only vs TAU+TECH) will be compared on baseline demographic variables; differences will be controlled in subsequent analyses. Data analysis will follow intent-to-treat principles [91] and use multiple imputation methods [92] in the event of unplanned missing data. Due to the small sample size, we will be underpowered for significance testing. Instead, our goal is to obtain data on variable distributions, reliability, and effect size estimates for a future large-scale trial. For the same reason, we will not attempt to test for mediation but instead test associations with possible mediators. Findings will inform which variables to evaluate in a future trial.

We anticipate 80% retention [93] of phase III CINI youth (n=60), leaving 48 participants with complete data. This sample will be sufficient to determine the feasibility and acceptability outcomes. Primary preliminary effectiveness outcomes include cannabis and other SU. Putative mediators include intrapersonal and interpersonal mechanisms of change; delinquent behavior is the sole secondary outcome. Brief motivation-enhancing treatments produce short-term decreases in cannabis and SU [40,41], but technological adjuncts can help maintain reductions in SU for up to 6 months [94]. Thus, we expect CINI youth to report the highest rates of cannabis and other SU at baseline, with small to moderate decreases at 1 month that maintain at 6 months.

We will conduct a series of repeated measures analyses of covariance to predict outcomes by condition, test putative mediators, and control for baseline differences. We will also analyze dosage effects on each dependent variable and calculate partial eta squared (η²) to estimate proportions of variance associated with TECH. Despite effect size stability concerns in small samples [95], detection of small to moderate treatment effects on our primary outcomes alongside strong evidence of feasibility and acceptability could indicate preliminary efficacy of the TECH app as an adjunct to TAU. If such evidence is found, effect size estimates will be used to determine the sample size for a future, fully-powered RCT (eg, for power of 0.8, a small effect size [Cohen d=0.3] would require n=175 per group, whereas a medium effect size [Cohen d=0.5] would require n=64).

Ethical Oversight
The proposed study activities will be reviewed and approved by the institutional review board at Brown University.
research team has extensive experience conducting intervention research with CINI youth who use cannabis and addressing emergent safety concerns. Study activities will include several safeguards to ensure that the proposed research presents minimal risks of psychological discomfort, coercion, legal, and loss of privacy or confidentiality to CINI youth participants. Psychological discomfort will be minimized by (1) emphasizing that youth will not be obligated to answer distressing questions and can withdraw from the study at their discretion; (2) avoiding direct questions about parental neglect, abuse, or suicidal ideation; and (3) conducting a thorough safety assessment if youth spontaneously disclose these concerns. The risk of coercion will be minimized by (1) reminding CINI youth their participation is voluntary; (2) ensuring that they receive multiple referral options for substance misuse from their court intake worker, of which the study will be one; and (3) offering compensation rates consistent with previous studies and commensurate with the level of effort required. Legal risks will be minimized by obtaining a certificate of confidentiality from the National Institutes of Health and explaining its limitations. Potential loss of privacy or confidentiality will be minimized by (1) using electronic consent and assent forms instead of needing to store and/or transport hard copies from the family court to the university; (2) deidentifying participant data; (3) storing all electronic data, including audio recordings, on a password-protected, secure shared drive; (4) allowing only the principal investigator, coinvestigators, and research team members to access data files; and (5) destroying all audio recordings and any other identifiable information within 6 months of the study’s conclusion.

Clinical Trial Registration
Our pilot RCT will be submitted for registration to the ClinicalTrials.gov website within 21 days of enrolling the first phase III participant (anticipated in summer 2023).

Results
The study received institutional review board approval in August 2019 and was funded in March 2020. Participant recruitment began in September 2020, and phase I was completed in December 2021. A total of 11 behavioral health app developers, 8 caregivers, and 14 CINI youth completed the phase I semistructured interviews. We interviewed 3 more behavioral health app developers than initially planned to achieve data saturation. Phase I data analysis and the TECH app development were actively underway at the time of this submission. Data collection is scheduled to begin in spring 2022 and summer 2023 for phases II and III, respectively. Phase III analyses are expected to be completed in spring 2025.

Discussion
Overview
This multiphase research aims to develop and pilot test an adjunctive smartphone app to reduce cannabis and other SU among CINI youth. Given the high prevalence of cannabis use in this population [2] and well-documented associations with health and legal consequences later in life [3-6], preventive and early interventions are vital to disrupt the cycle of SU and criminal justice involvement among CINI youth. We believe that the proposed TECH app will be the first designed specifically for CINI youth, who represent nearly 75% of all youth involved in the juvenile justice system [1]. Although a handful of smartphone apps have been developed to support adolescents in treatment for cannabis use [44,49-52], TECH will be one of the first apps designed for youth who are not currently receiving traditional SU treatment. Treatment rates are generally low across the juvenile justice system: only 28% of detained youth [12] and <30% of CINI youth [13] in need of SU services receive any treatment.

Brief, computerized interventions such as the ECTG program [56] can deliver evidence-based content with high fidelity, making them ideal for self-administration or delivery by a workforce without behavioral health training. However, similar to most brief approaches, gains achieved through brief computerized interventions can fade over time, including in samples of adolescents who use substances [40,41]. Digital adjunts, like the TECH app, could provide a light touch of ongoing support to help bolster treatment gains. Although this app will be tailored to address the unique needs and preferences of CINI youth who use substances, evidence supporting the feasibility and acceptability of our multimodal digital approach could have broader implications. Fully digital approaches represent a promising, if untested, solution for high-need, low-resource settings, especially those with the existing infrastructure to identify individuals at risk but lacking the workforce, capacity, or overarching mission to deliver behavioral health services, such as juvenile-court settings. Finally, despite overwhelming evidence indicating that peers play a key role in the development of adolescent SU, this study marks one of the first efforts to leverage interpersonal mechanisms of change through a peer networking forum. The proposed platform will connect youth in a monitored, virtual community that limits risky peer behavior so that they can engage and support each other’s cannabis-related behavior changes.

Limitations
We note the following limitations to the proposed work. First, although caregiver- and family-based interventions for adolescent SU are well-established [24], this study will intervene solely on CINI youth. If TECH shows promise as an adjunct to brief computerized treatments (ie, the ECTG program for cannabis use [56]), an appropriate next step could be to deliver TECH alongside family-focused digital approaches [96]. Second, all CINI youth will receive TAU, which includes the computerized ECTG program for cannabis use [56] that has been shown to reduce cannabis use among young adults [37,57,58]. This ensures that CINI youth in-need would not be denied standard services. Although this may impact our ability to detect preliminary intervention effects specific to the TECH app, it is also the only way to assess whether the adjunctive TECH app can help sustain cannabis and other SU behavior change among CINI youth. Third, CINI youth and caregivers may be hesitant to disclose youth SU and delinquent behavior in qualitative interviews and surveys. To address this issue, our consent procedures will explain our protocols to maintain
confidentiality and how study data will not lead to reprisals from family courts. Finally, although sufficient to achieve the proposed aims, the small sample in the pilot RCT may provide limited opportunities for in-app peer engagement, which may hinder interpersonal mechanisms of behavior change. We will take several steps to maximize peer presence on the TECH app, including randomizing youth 2:1 to receive the TECH app, phasing recruitment so that multiple participants receive the app concurrently, and populating the app with content collected from previous participants.
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Abstract

Background: Posttransplant metabolic syndrome (PTMS) is a common contributor to morbidity and mortality among solid organ transplant recipients in the late posttransplant period (≥1 year). Patients diagnosed with PTMS are at a higher risk of cardiovascular disease and frequently experience decreased physical function and health-related quality of life (HRQL). Studies in the early posttransplant period (<1 year) have shown the benefits of facility-based exercise training on physical function and HRQL, but have not evaluated the effects on metabolic risk factors. It remains unclear whether home-based exercise programs are feasible and can be delivered at a sufficient exercise dose to have effects on PTMS. This protocol outlines the methodology of a randomized controlled trial of a partly supervised home-based exercise program in lung transplant (LTx) and orthotopic liver transplant (OLT) recipients.

Objective: This study aims to evaluate the feasibility (ie, recruitment rate, program adherence, attrition, safety, and participant satisfaction) of a 12-week individualized, home-based aerobic and resistance training program in LTx and OLT recipients initiated 12 to 18 months after transplantation, and to assess estimates of intervention efficacy on metabolic risk factors, exercise self-efficacy, and HRQL.

Methods: In total, 20 LTx and 20 OLT recipients with ≥2 cardiometabolic risk factors at 12 to 18 months after transplantation will be randomized to an intervention (home-based exercise training) or control group. The intervention group will receive an
individualized exercise prescription comprising aerobic and resistance training, 3 to 5 times a week for 12 weeks. Participants will meet on a weekly basis (via videoconference) with a qualified exercise professional who will supervise exercise progression, provide support, and support exercise self-efficacy. Participants in both study groups will receive a counseling session on healthy eating with a dietitian at the beginning of the intervention. For the primary aim, feasibility will be assessed through recruitment rate, program adherence, satisfaction, attrition, and safety parameters. Secondary outcomes will be measured at baseline and 12 weeks, including assessments of metabolic risk factors (ie, insulin resistance, abdominal obesity, blood pressure, and cholesterol), HRQL, and exercise self-efficacy. Descriptive statistics will be used to summarize program feasibility and effect estimates (means and 95% CIs) for sample size calculations in future trials.

Results: Enrollment started in July 2021. It is estimated that the study period will be 18 months, with data collection to be completed by December 2022.

Conclusions: A partly supervised home-based, individually tailored exercise program that promotes aerobic and resistance training and exercise self-efficacy may be an important intervention for improving the metabolic profile of LTx and OLT recipients with cardiometabolic risk factors. Thus, characterizing the feasibility and effect estimates of home-based exercise constitutes the first step in developing future clinical trials designed to reduce the high morbidity associated with PTMS.

Trial Registration: ClinicalTrials.gov NCT04965142; https://clinicaltrials.gov/ct2/show/NCT04965142

International Registered Report Identifier (IRRID): DERR1-10.2196/35700

(JMIR Res Protoc 2022;11(3):e35700) doi:10.2196/35700
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Introduction

Background

Posttransplant metabolic syndrome (PTMS) is prevalent among solid organ transplant recipients with >25% of lung transplant (LTx) and 50% of orthotopic liver transplant (OLT) recipients developing PTMS within 12-18 months [1,2]. PTMS comprises impaired glucose tolerance, obesity, hypercholesterolemia, and hypertension and has been associated with an increased risk of hospital readmissions and cardiovascular morbidity accompanied by decreased long-term survival [3-5]. LTx and OLT recipients frequently present with risk factors for PTMS, including increased appetite and weight gain along with a reversal of the pretransplant catabolic state, immunosuppression, and physical inactivity [6]. Our research group has shown that in a sample of >2000 OLT recipients in the Toronto Liver Program (1990-2015), 35% had pre-existing, new onset, or transient posttransplant diabetes mellitus, a PTMS risk factor associated with decreased long-term survival [7]. A retrospective evaluation of 227 LTx recipients conducted by our group also demonstrated a significant increase in the prevalence of metabolic risk factors (hypertension, hyperlipidemia, diabetes mellitus, and obesity) by 1 year after transplantation (≥3 factors: 26%) compared with before transplantation (11%) [8].

LTx and OLT recipients have been observed to engage in less physical activity than the general population and report barriers to exercise, including lack of specific exercise guidelines, medication side effects, comorbidities, and inability to access fitness facilities [9,10]. In a cross-sectional survey of 656 solid organ transplant recipients, van Adrichem et al [11] found that only 56% of patients met the physical activity guidelines and engaged in ≥150 minutes per week of moderate aerobic activity after transplantation. A 2019 consensus statement [12] highlighted the importance of strategies to mitigate posttransplant metabolic risk factors with physical training. The recommendation for solid organ transplant recipients is to practice moderate to vigorous intensity physical training (either aerobic or aerobic plus resistance training) 3 to 5 times a week for a minimum of 8 weeks [12].

The posttransplant period offers an opportunity for transplant recipients to derive significant metabolic and functional benefits from exercise, as most of them can train at a greater volume and intensity than in the pretransplant period [13]. In this regard, 24 sessions of 30-minute treadmill exercise sessions were associated with a significant increase in resting energy expenditure in OLT recipients [14]. Moreover, a meta-analysis of 15 randomized controlled trials (RCTs) showed a significant reduction in body fat percentage in OLT recipients (1 trial, 119 patients) who participated in physical exercise training (median −5.40%, 95% CI −8.03% to −2.77%; P<.001) [15]. Most of the exercise programs included in this meta-analysis implemented exercise interventions starting a year after transplantation (program duration between 8 and 24 weeks) and focused on aerobic and strength training.

To date, most exercise interventions in LTx and OLT recipients have been delivered as supervised, facility-based programs within the first 12 months after transplantation [16-19]. However, facility-based programs present challenges for patients [12,20], especially in the late posttransplant period. Given the decreased frequency of clinic visits, relocation requirements, return to work [21], and the interruption of hospital and community-based programs during the COVID-19 pandemic [22], home-based exercise programs can overcome some of these challenges and have been recognized as an important strategy that requires further research [20].

In light of the current challenges to health care delivery because of the COVID-19 pandemic, telerehabilitation and remote exercise interventions are gaining attention as the preferred modalities for promoting physical activity and exercise behaviors among solid organ transplant recipients [23-26]. Only...
a few studies on home-based exercise programming in the early and late posttransplant periods have been conducted in both LTx [27-29] and OLT [30,31] recipients, and they have suggested benefits to aerobic capacity, quadriceps strength, and health-related quality of life (HRQL). In one of these studies, program adherence in OLT recipients was poor (only 37% of participants completed ≥50% of exercises with bimonthly phone calls) [30], whereas adherence was not assessed in a home-based program with 12 LTx recipients (mean 36 months, SD 33 months after transplantation) [27]. Furthermore, the effects of home-based training on metabolic risks were evaluated in only 1 OLT study, which used a combination of a few personalized sessions and group telehealth classes for exercise and nutritional counseling for a 3-month period and showed a modest improvement in metabolic syndrome and HRQL [32]. However, the optimal structure of counseling, exercise prescription, and effects on metabolic risk factors among solid organ transplant groups remains to be defined [12].

There is limited literature surrounding the experiences of transplant recipients concerning knowledge of, motivation for, and barriers to exercise training, which limits our understanding of the feasibility of real-world implementation. Several strategies to engage participants in exercise interventions and optimize adherence have been explored for chronic diseases [9]. The literature on chronic disease management highlights that adherence can be increased by providing close support by an exercise professional, simplifying the number of exercises, and fostering self-efficacy for exercise [33]. The support and coaching by the exercise professional can be enhanced with the use of telecommunication and the ability of the participants to readily contact the health coach as needed [26,27]. In addition, focusing on four sources of self-efficacy built into an exercise program (mastery, vicarious experiences, verbal feedback, physiological and emotional state) has been shown to significantly improve exercise adherence in patients with cardiometabolic risk factors [34,35] but has not been applied to transplant recipients.

These gaps in knowledge are important to address as optimal effects on PTMS are likely achieved if exercise is performed with sufficient volume (at least moderate intensity, accumulating ≥150 min/week) [36]. However, it remains unclear whether this training dose is optimal or if it can be achieved with a home-based program targeting metabolic risk factors starting at 12-18 months after transplantation, a critical period prognostic of long-term PTMS and cardiovascular morbidity [37]. Before these efficacy questions can be addressed with an appropriately powered RCT, a pilot study evaluating the feasibility of a home-based exercise program is needed.

Aims

The specific aims of this study are (1) to evaluate the feasibility of a 12-week individualized, home-based aerobic and resistance training program in LTx and OLT recipients at 12-18 months after transplantation and (2) to assess estimates of intervention efficacy on PTMS risk factors, exercise self-efficacy, and HRQL. We hypothesize that we will achieve a recruitment rate of ≥30% of eligible LTx and OLT recipients, participants in the intervention group will demonstrate an adherence rate of ≥70% to the prescribed exercise dose (including attainment of the prescribed exercise progression over time) and that PTMS risk factors, self-efficacy, and HRQL will be improved in the intervention group compared with the control group.

Methods

Design

This paper describes a pilot RCT to assess the feasibility of a phase 3 RCT examining the effects of an individualized, partly supervised, home-based exercise intervention in LTx and OLT recipients. The study is being conducted at the Toronto General Hospital in Toronto, Canada, and ethical approval was obtained from the research ethics board at the University Health Network (study ID: 20-5185). The study was registered at ClinicalTrials.gov NCT04965142. Informed written consent will be obtained from all participants before starting any research activities.

This protocol follows the SPIRIT (Standard Protocol Items: Recommendations for Interventional Trials) guidelines [38], the CONSORT (Consolidated Standards of Reporting Trials) statement [39], and the Consensus on Exercise Reporting Template [40]. Two patient partners are part of the research team, have provided input into the study design, and will contribute support and their lived experience throughout the study. The research team will hold meetings with patient partners every 3 to 6 months to collect feedback on study progress, assess concerns, and work on knowledge translation tools once the study is completed. Modifications to the study protocol will be approved by the research ethics board before implementation, communicated to funding agencies, and outlined in future publications.

Participants

The study sample will consist of adult LTx and OLT recipients (≥18 years) with at least two or more metabolic risk factors (ie, hypertension, hyperlipidemia, diabetes, and obesity) at 12 to 18 months after transplantation. Exclusion criteria include (1) active cardiovascular disease (eg, recent heart attack, significant coronary artery disease on cardiac catheterization, heart failure, uncontrolled arrhythmias, chest pain, dizziness, or fainting in the last 3 months); (2) neuromuscular disease or orthopedic limitations; and (3) a self-reported active lifestyle (ie, patients achieving ≥150 min/week of moderate-intensity aerobic physical activity).

Recruitment and Screening

Potential participants will be recruited from posttransplant lung and liver clinics. The study team will identify potential participants at 12 to 18 months after transplantation with ≥2 metabolic risk factors. Participants will be asked by members of their circle of care if they are interested in participating in the study. If agreeable, the research team will contact the prospective participant to confirm eligibility criteria, discuss study participation, and conduct the informed consent process. The study flow of participants is shown in Figure 1.
Randomization

After the baseline assessment, participants will be randomly allocated using a 1:1 ratio to either the intervention or the control group, stratified by transplant type (ie, liver or lung). The allocation of participants to their groups will be randomized using shuffled, opaque envelopes by a biostatistician with no involvement in data collection in the study. The research team, exercise professionals, and study participants will be aware of the group allocation.

Study Assessments

Overview

Study assessments will be conducted at baseline and 2, 6, and 12 weeks. For a detailed list of assessment procedures by time point, refer to Tables 1 and 2. For participants unable to come on-site, assessments will be performed remotely from participants’ homes, and blood screenings and electrocardiogram assessments will be conducted at local laboratories. During remote assessments, participants will be supervised by the research team using videoconferencing. To ensure the safety and confidentiality of participants undergoing remote assessments, the research team will ascertain the participant’s identity, home address, and phone number. An assessment of the suitability of the participant to perform physical assessments will also be performed before starting any interaction with participants (eg, self-reported breathlessness, dizziness, and chest pain). Participants will be instructed to discontinue exercise testing if they experience any symptoms or feel unwell.

Table 1. Assessment of primary study outcomes by time point.

<table>
<thead>
<tr>
<th>Primary outcomes</th>
<th>Assessment measures</th>
<th>Time point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recruitment</td>
<td>Consented patients over total of eligible patients approached</td>
<td>During study period</td>
</tr>
<tr>
<td>Retention</td>
<td>Measured by attrition throughout the intervention period</td>
<td>During study period</td>
</tr>
<tr>
<td>Adherence</td>
<td>Completion of at least 70% of intervention elements</td>
<td>During study period</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>Satisfaction survey</td>
<td>Weeks 2, 6, and 12*</td>
</tr>
</tbody>
</table>

*aFor usual care, satisfaction will be evaluated at baseline and 12 weeks.
Table 2. Assessment of secondary study outcomes by time point.

<table>
<thead>
<tr>
<th>Secondary outcomes</th>
<th>Assessment measures</th>
<th>Time point</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Metabolic risk factors</strong></td>
<td>Blood work and medical charts, Blood pressure monitor, charts, and home measurement</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>Metabolic risk factors</td>
<td>Blood work and medical charts</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Glucose tolerance (fasting glucose and HbA1c(^a)) test, insulin sensitivity, (fasting insulin and HOMA-IR(^b)), cholesterol panel, and C-reactive protein</td>
<td>Blood work and medical charts, Blood pressure monitor, charts, and home measurement</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Diabetes, cholesterol, and hypertension medications</td>
<td>Blood work and medical charts</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Abdominal obesity</td>
<td>Blood work and medical charts</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>Liver fibrosis and steatosis (OLT(^c) patients attending assessments on-site)</td>
<td>Transient elastography (liver stiffness and controlled attenuation parameter for steatosis assessment)</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td><strong>Clinical parameters</strong></td>
<td>Medical charts</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Model for end-stage liver disease at transplant</td>
<td>Medical charts</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Lung allocation score</td>
<td>Medical charts</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Medication history</td>
<td>Medical charts</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Electrocardiogram</td>
<td>Medical charts</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Liver enzymes</td>
<td>Medical charts</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Hospital admissions</td>
<td>Medical charts</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Graft function and comorbidities</td>
<td>Medical charts</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td><strong>Physical function</strong></td>
<td>Short performance physical battery</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td><strong>Body composition</strong></td>
<td>• Bioelectrical impedance</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td><strong>Self-reported outcomes</strong></td>
<td>• Waist circumference</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Quality of life</td>
<td>• Short-Form Survey-36</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Barriers to exercise</td>
<td>• Lifestyle questionnaire</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Physical activity behaviors</td>
<td>• Physical Activity Scale for the Elderly</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Dietary habits</td>
<td>• Rapid Eating Assessment 3-day nutritional intake</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>• Exercise self-efficacy</td>
<td>• Exercise Self-efficacy Scale(^d)</td>
<td>Baseline, 2, 6, and 12 weeks(^d)</td>
</tr>
</tbody>
</table>

\(^a\)HbA\(_{1c}\): hemoglobin A\(_{1c}\).

\(^b\)HOMA-IR: homeostatic model assessment for insulin resistance.

\(^c\)OLT: orthotopic liver transplant.

\(^d\)For usual care, exercise self-efficacy will be evaluated at baseline and 12 weeks.

**Study Arms**

Following randomization, all study participants will be provided with a physical activity tracker (Fitbit) and exercise or physical activity logs to monitor exercise adherence and capture lifestyle changes in the intervention group and any contamination in the control group. Given the importance of diet on metabolic risk factors, both study groups will receive a counseling session on healthy eating consistent with the Canadian Food Guide by a registered dietitian, a review of the 3-day food record, and a nutritional handout. Nutritional advice will be tailored to specific metabolic concerns (eg, weight management, diabetes, and hypercholesterolemia). The dietitian will review all participants’ medical histories and pertinent bloodwork as routine care during dietary assessments.

**Intervention Group**

**Overview**

Our exercise program was informed by expert guidelines on exercise prescription in solid organ transplant recipients [12,20,41] and will be delivered by an exercise professional with experience in chronic disease management. Following the baseline assessment and randomization, intervention participants will receive an individualized, home-based exercise program consisting of aerobic and resistance training exercises for 12 weeks. The exercise prescription targets the Canadian Physical Activity guidelines [42], which recommends ≥150 minutes of at least moderate-intensity aerobic training per week and at least two days per week of resistance training for major muscle groups. Daily exercise practice will be unsupervised; however, the exercise professional will provide the exercise prescription during the first training session via videoconference, including the following: an assessment of the participant’s ability to exercise independently in their home environment (eg, review
of the participants’ heart rate, blood pressure, and history of any pertinent injuries), demonstration and review of training techniques, and proper use of their Fitbit and exercise equipment.

Participants will also receive a detailed manual describing the importance of exercise and self-management skills for exercise behaviors based on the theory of planned behavior and social cognitive theory adapted from previous studies [43,44]. The manual will highlight the basics of exercise training, the importance of routines, principles related to exercise progression, and photographs with descriptions of the prescribed exercises. After the initial training session, the exercise professional will follow up weekly (via videoconference) with study participants to address potential barriers to exercise, provide motivational support, review symptoms or adverse events during independent training at home, and prescribe training progression. The exercise program will be tailored to the specific and changing needs of the participant, taking into consideration comorbidities, exercise capacity, physical function, and availability of training equipment. Details on exercise prescription for the intervention group are briefly provided and described in Table 3.

### Table 3. Exercise prescription details for participants in the intervention group.

<table>
<thead>
<tr>
<th>Modality and frequency</th>
<th>Intensity</th>
<th>Time and volume of exercise</th>
<th>Type of exercise</th>
<th>Progression</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Aerobic; 3-5 days/week</strong></td>
<td>Moderate to vigorous (target Borg RPE: 12-14/20)</td>
<td>30 minutes</td>
<td>Walking</td>
<td>Gradual progression of training duration (up to 60 min/session)</td>
</tr>
<tr>
<td></td>
<td>65% to 85% of age-predicted maximum heart rate</td>
<td>Continuous or interval training</td>
<td>Running</td>
<td>Increase in walking and running speed or inclination</td>
</tr>
<tr>
<td></td>
<td>≥150 minutes</td>
<td>of at least moderate-intensity aerobic training per week</td>
<td>Alternating walking and running bouts</td>
<td>If cycling, increase in revolutions per minute or resistance</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Biking</td>
<td>Increase in prescribed percentage of maximum heart rate</td>
</tr>
<tr>
<td><strong>Resistance; 2 days/week</strong></td>
<td>Target Borg RPE: 12-14/20</td>
<td>1-3 sets</td>
<td>Resistance band exercises:</td>
<td>Resistance intensity will be increased when 3 sets of 12 repetitions can be completed without difficulty to maintain moderate exertion</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6 exercises</td>
<td>• Biceps curl</td>
<td>to maintain moderate exertion</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-12 repetitions</td>
<td>• Triceps extension</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Low row</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Shoulder abduction</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Body weight exercises:</td>
<td>Increase in resistance band tension</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Wall squats</td>
<td>Increase in the number of sets, reduction in resting time</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Calf raises</td>
<td></td>
</tr>
</tbody>
</table>

    aRPE: rating of perceived exertion.

### Aerobic Training

The aerobic exercise prescription comprises three to five 30-minute sessions per week at a moderate intensity of 65% to 85% of the estimated maximal heart rate or 12-14/20 Borg rating of perceived exertion (RPE) scale [45]. The maximum heart rate will be estimated using the formula 207-(0.7×age in years) [46]. Training modalities may include walking outdoors, using a treadmill, cycling with a stationary bicycle, or other modalities available to the participant. The duration of the aerobic training session will be adjusted or divided (eg, 2 sessions of 15 minutes) if the participant has limitations because of comorbidities.

### Resistance Training

Resistance training will be prescribed for at least two days per week and will focus on general conditioning comprising 6 to 10 exercises targeting the major muscle groups (1-3 sets of 8-12 repetitions). Prescribed resistance training exercises will include a combination of resistance bands with different tension and body-weight exercises. Resistance intensity will be increased when 3 sets of 12 repetitions can be completed without difficulty to maintain moderate exertion despite muscular adaptation (target Borg RPE=12-14/20) [43,44].

### Safety Precautions for Remote Exercise Training

Participants will be instructed to discontinue exercise training if they experience any symptoms or feel unwell and will be strongly encouraged to immediately contact a member of the research team upon noticing any adverse events. Participants will be advised to reduce the intensity of their training if they reach ≥15 on the Borg RPE scale, if oxygen saturation is less than 85%, or if they experience any symptoms (eg, severe shortness of breath). If participants report chest pain or discomfort (ie, uncomfortable feeling of pressure, pain, squeezing, or heaviness in the chest spreading to the shoulder, arms, neck, and back), they will be instructed to stop and rest and seek emergency assistance if the discomfort persists for 5 minutes.

Participants who communicate medically concerning adverse events (eg, cardiovascular event or disease exacerbation) or contraindications to the exercise program will have their training suspended until clearance is provided by the study physician and the exercise professional. If participants sustain an injury because of participating in the study, the study team will ensure that appropriate medical treatment is received.
Before initiating any interaction with study participants, the study team will perform an objective assessment (ie, by measuring oxygen saturation, blood pressure, and heart rate if participants have a pulse oximeter or a blood pressure monitor at home). A subjective assessment of the study participants (eg, self-reported breathlessness, dizziness, and chest pain) will ascertain their suitability to proceed with testing, training, and progress with the exercise prescription. The study team will discuss with participants aspects of their home environment, availability and suitability of exercise training equipment, home walking space, and any potential safety concerns (eg, footwear, rugs, clutter, and pets). During the internet-based training sessions, participants will be supervised by the study team via a videoconference platform. Participants will be able to book additional sessions with the exercise professional if any concerns or questions arise.

Control Group

The control group will meet with the exercise professional at the start of the study to highlight the benefits of physical activity and will be provided with physical activity monitors (Fitbits) to track their daily physical activity levels (minutes and steps) along with physical activity logs to record daily physical activity. The study team will correspond with the control group every 2 to 4 weeks during the study period to see if any questions arise regarding the physical activity logs and trackers. After 12 weeks, the control group will have the option of receiving an exercise session with the exercise professional. During this session, study participants will receive general physical activity and exercise training recommendations and an exercise manual tailored to the needs of LTx and OLT recipients.

Outcomes

A schedule of study outcome measurements is provided in Tables 1 and 2.

Primary Outcomes

Feasibility

The feasibility of a larger RCT to assess intervention efficacy (ie, phase 3 clinical trial) will be assessed through recruitment rates, program adherence, contamination, attrition, and safety at the end of the 12 weeks.

Recruitment

The recruitment rate will be defined as the proportion of randomized patients relative to all eligible patients approached for study participation. A consent rate of 30% or greater has been established as our criteria to determine study feasibility for future projects. The reasons for study nonparticipation will be collected.

Retention

Retention for the whole study and per group will be determined by the number of participants completing the final study assessment compared with the number of randomized participants. A retention rate of 80% or greater has been established as our criteria to determine study feasibility for future projects. The reasons for dropping out or interruptions to training will be collected.

Adherence

Adherence to the prescribed exercise program will be defined as completion of at least 70% of intervention components by the intervention group. This will be ascertained during weekly communication with participants and through a review of completed daily exercise logs, indicating exercise days, duration, intensity, and frequency of exercise sessions. Similarly, contamination in the control group will be assessed using physical activity logs.

Safety

The safety of the intervention will be monitored via daily logs (record of adverse events) and will be ascertained by the qualified exercise professional and reviewed by the principal investigator during weekly meetings.

Satisfaction

Satisfaction with the exercise program and other study interventions (eg, nutritional counseling) will be assessed at weeks 2 and 6 and at the end of the 12-week intervention via a satisfaction survey (multiple-choice questions) created by the research team. The control group will also complete a satisfaction survey in which participants will provide feedback on their experiences at the end of the study.

Secondary Outcomes

Preliminary efficacy data will be collected at baseline and 12-week assessments (or the last recorded day of program completion). Details on the study measures by time point are presented in Table 2.

Metabolic Risk Factors

Impaired glucose tolerance, abdominal obesity, cholesterol, and blood pressure will be assessed and classified according to the National Cholesterol Education Program Adult Treatment Panel III criteria [47]. More specifically, the following markers will be used to classify metabolic risks: (1) increased waist circumference (>102 cm [≥40 in] for men, >88 cm [≥35 in] for women); (2) elevated triglycerides of ≥1.7 mmol/L (≥150 mg/dL); (3) low levels of high-density lipoprotein: <1 mmol/L (40 mg/dL, male), <1.3 (50 mg/dL, female), or on cholesterol medication; (4) a resting blood pressure of ≥130/85 mm Hg or on hypertensive medication; and (5) fasting plasma glucose levels of 6.1 mmol/L (110 mg/dL) or on pharmacotherapy for diabetes. Participants will have the option of completing bloodwork either on-site or externally in a medical laboratory. Blood will be collected in a fasting state (no eating and drinking for 8 hours before testing; however, water is allowed) and includes a total cholesterol panel (ie, total cholesterol, triglycerides, low-density lipoprotein, and high-density lipoprotein), fasting blood glucose level, hemoglobin A1c test, and C-reactive protein levels. Insulin resistance will be captured using the homeostatic model assessment for insulin resistance protocol (fasting insulin multiplied by fasting blood glucose). Finally, C-peptide levels will be analyzed in participants receiving exogenous insulin therapy.

https://www.researchprotocols.org/2022/3/e35700
Clinical Parameters
A liver transient elastography (FibroScan) assessment will be performed in liver transplant recipients to assess the degree of liver fibrosis (thickening and scarring of tissues) and steatosis (the amount of fat in liver tissue). Medical charts will be reviewed to collect data on age, sex, transplant type, the model for end-stage liver disease and lung allocation score, and detailed medication history through pharmacy records with cumulative and average daily doses of prednisone (mg/day) and calcineurin inhibitors, mTOR inhibitors, and antimetabolites (mycophenolate mofetil). Furthermore, liver enzymes along with total bilirubin, hemoglobin, and renal function (creatinine) levels will be abstracted from chart review. Data on posttransplant hospital admissions, allograft rejection, and cardiovascular comorbidities will also be ascertained from medical charts from the time of transplant to the end of the study period. Lifestyle factors, such as current alcohol consumption and smoking, will be ascertained from the chart review.

Physical Activity and Exercise Behaviors
Previous physical activity and exercise training habits will be collected at baseline by self-report (after discussion with the research team) and by completion of the Physical Activity Scale for the Elderly questionnaire [48], a short survey created to assess physical activity levels in older adults commonly applied in solid organ transplant recipients [9].

Physical Function
The short performance physical battery [49] test is used to assess gait, balance, and lower extremity performance. Participants will be asked to stand in one position holding their balance, rise from a chair 5 times, and walk for 4 m while being timed at their usual pace. For remote assessments (via videoconference), the balance test may be excluded if participants report a history of balance impairments or falls.

Body Composition
Weight, BMI, and body fat percentage will be measured via bioelectrical impedance analysis (Tanita, DC-430U) for participants coming on-site for study assessments; otherwise, participants will be asked to measure their weight at home if they have a scale. Participants will be asked to measure and record their body weight once a week. Height data will be obtained from the medical charts. For participants coming on-site for study assessments, waist circumference will be measured by the research team according to the World Health Organization standardized protocol. For participants completing the assessment remotely, waist circumference will be self-assessed using a measuring tape via videoconference under the direct supervision of the research team.

Nutritional Outcomes
The dietary habits of our study participants will be assessed using the Rapid Eating Assessment for Patients [50] questionnaire and a 3-day food record.

Health-Related Quality of Life
The 36-Item Short-Form Survey [51] will be used to measure mental and physical domains of quality of life in our participants (scores range from 0 to 100, with higher scores representing higher HRQL). The Short-Form 36 has been routinely applied in both OLT [30] and LTx recipients [52].

Self-efficacy
The Exercise Self-efficacy Scale [53], a Likert scale with 4-point rating in which participants rate their confidence levels with regard to carrying out regular physical activities and exercise, will be implemented to measure self-efficacy toward exercise.

Barriers to and Facilitators of Exercise
Familiarity and comfort levels surrounding technology, barriers to exercise, and evaluation of previous experience with exercise, especially within the home environment, will be captured using a questionnaire developed by our research team.

Statistical Procedures
Sample Size
The sample size of 40 (10 per study group and transplant type) is in keeping with the recommendations for a pilot study to assess feasibility [54]. A power calculation was not performed for the secondary outcomes, as the main purpose of this study is to determine feasibility and obtain point estimates for a larger RCT. The liver transplant and LTx program at the University Health Network each has approximately 150 to 200 recipients per year. Furthermore, the rates of PTMS among LTx and OLT recipients range from 30% to 50%; thus, we anticipate an approximate eligible pool of 50 transplant recipients per year for each organ group. Our previous consent rates for rehabilitation studies in these populations have been approximately 30% to 50% [55,56].

Proposed Data Analyses
Descriptive statistics (means, SDs, or medians and IQRs) will be used for continuous variables, and frequencies will be used for categorical variables to summarize program adherence, participant satisfaction, contamination, attrition, and safety in the intervention group, and to compare any differences between LTx and OLT recipients across these parameters using 2-tailed t tests and tests of proportion. Estimates at baseline and 12 weeks within- and between-group will be reported using means and 95% CIs to derive effect estimates for sample size calculations in subsequent trials. Statistical analysis will be performed by a statistician who will be blinded to the group assignments. All eligible participants (N=40) will be included in the data analyses based on intention-to-treat, depending on the group to which they are randomized.

Data Management and Quality Assurance
Our research team is trained in the study requirements, measurement protocols, and has expertise in conducting physical assessments in solid organ transplant recipients. The research team has critically appraised the external peer-review comments from the Canadian Donation Transplant Research Program (Multimedia Appendix 1) and has incorporated them into the study protocol. Standard operating procedures have been generated for all the protocol elements. The accuracy of the data entered in our research database will be periodically audited by the research coordinator. The research team will attempt to have participants complete the entirety of the study assessments, and
if there are incomplete data for a specific participant or missing responses to questionnaires, missing data will not be imputed. Participants will be closely monitored by the research team and the exercise professional to maximize study retention and assess exercise adherence rates during the 12-week intervention. Participants in the intervention group will be educated on the importance of adhering to the intervention, logging progress, and completing study assessments. The research team will send reminders to intervention participants for weekly meetings, and study assessments will be booked at convenient times for participants.

The study participants will have a random identifier generated with only the coded identifier attached to the participant data. The study data will be stored on a password-protected server following the currently established institutional and national research ethics and privacy guidelines. The study information will be accessible only to approved study members. In the event of an inappropriate release of personal health information to an unauthorized party, we will take the appropriate steps to minimize any potential harm: (1) further release of information will be stopped, (2) an attempt to retrieve all inappropriately released information will be made, and (3) the sponsor’s privacy office and research ethics board will be immediately notified.

Results

This research was funded in July 2020, and enrollment began in July 2021. It is estimated that the study period will be 18 months and that study assessment and data collection will be completed by December 2022. The study results will be submitted for publication in the first half of 2023.

Discussion

Overview

PTMS is a common sequela of solid organ transplantation and is associated with increased cardiovascular morbidity and mortality among LTx and OLT recipients [57,58]. Studies in the early posttransplant period (<1 year) have shown the benefits of facility-based exercise training on physical function and HRQL, but to date, only a recent study has evaluated the effects of 3 months of telehealth sessions on metabolic risk factors in OLT recipients [32]. These teleconferencing group sessions comprised alternating exercise and nutrition-based interventions with a few personalized sessions, which demonstrated improvement in PTMS, diet adherence, and mental HRQL. However, it remains unclear whether home-based exercise programs can be delivered with a sufficient exercise dose and adequate adherence to have effects on metabolic risk factors and exercise self-efficacy in both LTx and OLT recipients. This is an important consideration given the significant differences in routine perioperative rehabilitation practices across solid organ transplant recipients. For instance, LTx recipients participate in both pre- and posttransplant rehabilitation [41], whereas many centers do not have a dedicated exercise program for OLT recipients and may impact self-efficacy, adherence, and perception related to exercise training [12,59]. Thus, this protocol outlines the methodology of a pilot study implementing a partly supervised personalized home-based exercise program for LTx and OLT recipients as the first key step in developing future clinical trials to offset the high morbidity associated with PTMS.

Home-Based Exercise Training

With fewer patients attending nonessential visits to health care centers during the COVID-19 pandemic, providing patients with tools to facilitate independent training has become a priority. There is increasing evidence that remote exercise interventions across a range of clinical populations have emerged in the last year [60-62], but more importantly in LTx and OLT recipients, showing promising results in training volumes and HRQL, respectively [26,32]. Furthermore, home-based interventions have become an important strategy in a number of chronic conditions and have the potential to be incorporated into the standard of care treatment plan for LTx and OLT recipients [63]. The novelty of the present home-based program lies in the promotion of exercise behaviors by increasing patients’ self-efficacy to exercise in a familiar environment with minimal equipment, resources, and supervision. Furthermore, home-based exercise training allows for reduced travel and increased convenience for participants to exercise in the comfort of their homes [26,32,64].

Strengths and Limitations

Our study protocol has several strengths. First, we aimed to design a standardized, high-quality intervention grounded on theoretical and practical considerations specifically tailored for LTx and OLT recipients. The 12-18–month posttransplant period was chosen given the high rates of PTMS at this time point and the barriers experienced by patients [9,10]. We acknowledge that implementation of an exercise rehabilitation program early in the posttransplant period (eg, 3 months) may help prevent the occurrence of some of these metabolic risk factors, but we are specifically interested in addressing the knowledge gap of whether PTMS may be attenuated with a home-based exercise program in the late posttransplant period. Second, the home-based delivery format of this intervention constitutes a novel approach in the LTx and OLT populations. We prioritized implementation feasibility in the design of our protocol by creating an exercise program that can be replicated at home with minimal equipment and supervision while meeting safety parameters. Our intervention protocol was also designed to promote the sustainability of behaviors after the study period with exercises and activities that can be performed every day, such as walking, which also promotes transference to daily routines. Other highlights of our research include the inclusion of a control group, the rigor in our methodology (detailed and accurate reporting of methods according to the CONSORT, SPIRIT, and the Consensus on Exercise Reporting Template statements), and the inclusion of nutritional counseling for all study participants. Despite our trial being focused on exercise, we also acknowledge the importance of nutritional support in managing PTMS and made available a consultation with a dietitian as part of the educational component of our research.

We would also like to acknowledge the potential limitations of the study methodology. Given the complex profile of some of the patients diagnosed with PTMS, a 12-week intervention may not be sufficient to elicit a noticeable improvement in the...
metabolic profile of these patients. An extended intervention may have a greater impact on PTMS risk factors, insulin resistance, and physical function and will be considered in a future RCT. There is a potential risk of bias in our research given the lack of blinding of the exercise professional and study participants (double-blinding is often not achievable in exercise intervention studies) [65]. However, our study will aim to satisfy other aspects of the Revised Cochrane risk-of-bias tool for randomized trials [66]. Furthermore, we excluded patients diagnosed with unstable cardiovascular or neuromuscular disease to ensure participant safety and understand that this may reduce some of the generalizability across transplant recipients. We are also aware of the challenges to exercise training in this population (eg, osteoporosis and diabetes mellitus), and although we designed an exercise protocol achievable by most transplant patients, personalized adaptations of the intervention cannot be avoided and represent a key feature of our protocol. Finally, to facilitate the assessment of patients during the COVID-19 pandemic, we took steps to adopt our assessment protocol to provide participants with the possibility of performing study assessments from the participant’s home environment and bloodwork locally at community laboratories. We would like to acknowledge the potential threat to consistency in our assessment protocols, given that some assessments may be conducted on-site, whereas others will be performed remotely in the participant’s home.

Conclusions
Exercise has become an important pillar in the management of comorbidities associated with LTx and OLT. A home-based exercise program may prove to be an effective posttransplant strategy for improving physical function and the metabolic profile of transplant recipients. Characterizing the feasibility, adherence, and effect estimates of home-based exercise training constitutes the first step in the promotion of a healthy lifestyle in transplant recipients and the establishment of long-term sustained change. This will be the first study to investigate the effects of exercise on PTMS risk factors, self-efficacy, and HRQL. The results of this trial can provide a greater understanding of behavioral strategies aimed at increasing exercise and physical activity in LTx and OLT recipients at risk of PTMS. Given the lack of patient education resources in the LTx and OLT populations, we hope that our results will provide greater insights regarding patients’ exercise preferences and exercise modalities to create patient-directed materials aimed at promoting healthy living after transplantation. Our research will create opportunities for future collaborations and initiatives to gain greater insights into the mechanisms of PTMS and reduce its high prevalence through lifestyle interventions.

Acknowledgments
The research team would like to acknowledge the collaboration of study participants and the clinical staff at the University Health Network. This research is funded by the Canadian Donation Transplant Research Program, the Godfrey S Pettit Block Term Grant from the University of Toronto, and the Sandra Faire and Ivan Fecan Professorship in rehabilitation medicine. The study sponsors had no role in the design of the study protocol and will have no involvement in the data collection process, data analysis, interpretation of results, or manuscript preparation. This study is sponsored by the University Health Network.

Authors’ Contributions
DR, MB, BLS, and DSM conceived the study and participated in the design of the protocol and the development of the intervention. DR, MB, BLS, and DSM are grant holders. EH provides statistical expertise in clinical trial design and conducting the primary statistical analysis. SN coordinates the study under the direct supervision of DR. SN, ECP, and JS are responsible for the implementation of the study. ECP and JS supervise the home-based exercise program. DR, SN, and ECP helped draft this manuscript. EM provides dietary counseling to study participants. BLS, LW, CT, NS, MA, MW, JP, AA, SD, SH, KP, and MB provided expert advice and reviewed the intervention protocol. All authors were involved in planning and writing the study protocol and approved the final manuscript. The plan is for all authors to be involved in the final manuscript preparation and submission process.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Peer-review report from the Canadian Donation Transplant Research Program competition.

References


42. Canadian 24-hour movement guidelines: an integration of physical activity, sedentary behaviour, and sleep. 24-Hour Movement Guidelines. URL: https://csepguidelines.ca/ [accessed 2022-02-14]


Abbreviations

- **CONSORT:** Consolidated Standards of Reporting Trials
- **HRQL:** health-related quality of life
- **LTx:** lung transplant
- **OLT:** orthotopic liver transplant
- **PTMS:** posttransplant metabolic syndrome
- **RCT:** randomized controlled trial
- **RPE:** rating of perceived exertion
- **SPIRIT:** Standard Protocol Items: Recommendations for Interventional Trials

©Dmitry Rozenberg, Daniel Santa Mina, Sahar Nourouzpour, Encarna Camacho Perez, Brooke Lyn Stewart, Lisa Wickerson, Cynthia Tsien, Nazia Selzner, Josh Shore, Meghan Aversa, Minna Woo, Sandra Holdsworth, Karina Prevost, Jeff Park, Amirhossein Azhie, Ella Huszti, Elizabeth McLeod, Sarah Dales, Mamatha Bhat. Originally published in JMIR Research Protocols (https://www.researchprotocols.org), 23.03.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Research Protocols, is properly cited. The complete bibliographic information, a link to the original publication on https://www.researchprotocols.org, as well as this copyright and license information must be included.
Impact-Oriented Dialogue for Culturally Safe Adolescent Sexual and Reproductive Health in Bauchi State, Nigeria: Protocol for a Codesigned Pragmatic Cluster Randomized Controlled Trial

Anne Cockcroft1,2, MBBS, MD; Khalid Omer2, MBBS, MSc; Yagana Gidado3, HND, RN, RM; Rilwanu Mohammed4, MBBS; Loubna Belaid1, PhD; Umaira Ansari2, BA, LLB; Claudia Mitchell5, BA, MA, PhD; Neil Andersson1,2, MD, PhD

1Community Information for Empowerment and Transparency-Participatory Research at McGill, Department of Family Medicine, McGill University, Montreal, QC, Canada
2Centro de Investigacion de Enfermedades Tropicales, Universidad Autonoma de Guerrero, Acapulco, Mexico
3Federation of Muslim Women's Associations of Nigeria, Bauchi, Nigeria
4Bauchi State Primary Health Care Development Agency, Bauchi, Nigeria
5Department of Integrated Studies in Education, McGill University, Montreal, QC, Canada

Corresponding Author:
Anne Cockcroft, MBBS, MD
Community Information for Empowerment and Transparency-Participatory Research at McGill
Department of Family Medicine
McGill University
5858 Côte-des-Neiges, Suite 300
Montreal, QC, H3S 1Z1
Canada
Phone: 1 450 626 8432
Email: anne.cockcroft@mcgill.ca

Abstract

Background: Adolescents (10-19 years) are a big segment of the Nigerian population, and they face serious risks to their health and well-being. Maternal mortality is very high in Nigeria, and rates of pregnancy and maternal deaths are high among female adolescents. Rates of HIV infection are rising among adolescents, gender violence and sexual abuse are common, and knowledge about sexual and reproductive health risks is low. Adolescent sexual and reproductive health (ASRH) indicators are worse in the north of the country.

Objective: In Bauchi State, northern Nigeria, the project will document the nature and extent of ASRH outcomes and risks, discuss the findings and codesign solutions with local stakeholders, and measure the short-term impact of the discussions and proposed solutions.

Methods: The participatory research project is a sequential mixed-methods codesign of a pragmatic cluster randomized controlled trial. Focus groups of local stakeholders (female and male adolescents, parents, traditional and religious leaders, service providers, and planners) will identify local priority ASRH concerns. The same stakeholder groups will map their knowledge of factors causing these concerns using the fuzzy cognitive mapping (FCM) technique. Findings from the maps and a scoping review will inform the contextualization of survey instruments to collect information about ASRH from female and male adolescents and parents in households and from local service providers. The survey will take place in 60 Bauchi communities. Adolescents will cocreate materials to share the findings from the maps and survey. In 30 communities, randomly allocated, the project will engage adolescents and other stakeholders in households, communities, and services to discuss the evidence and to design and implement culturally acceptable actions to improve ASRH. A follow-up survey in communities with and without the intervention will measure the short-term impact of these discussions and actions. We will also evaluate the intervention process and use narrative techniques to assess its impact qualitatively.

Results: Focus groups to explore ASRH concerns of stakeholders began in October 2021. Baseline data collection in the household survey is expected to take place in mid-2022. The study was approved by the Bauchi State Health Research Ethics Committee, approval number NREC/03/11/19B/2021/03 (March 1, 2021), and by the Faculty of Medicine and Health Sciences Institutional Review Board McGill University (September 13, 2021).
Conclusions: Evidence about factors related to ASRH outcomes in Nigeria and implementation and testing of a dialogic intervention to improve these outcomes will fill a gap in the literature. The project will document and test the effectiveness of a participatory approach to ASRH intervention research.

Trial Registration: ISRCTN Registry ISRCTN18295275; https://www.isrctn.com/ISRCTN18295275

International Registered Report Identifier (IRRID): DERR1-10.2196/36060

KEYWORDS adolescents; sexual and reproductive health; participatory research; mixed methods research; dialogic intervention; co-design; cultural safety; Nigeria

Introduction

Background

Pregnancy and childbirth complications are the leading cause of death in girls aged 15 to 19 years in low- and middle-income countries [1]. Adolescent sexual and reproductive health (ASRH) risks in sub-Saharan Africa are extremely high, with important intersectional inequalities related to gender, education, economic status, and urban/rural residence [2].

One-fifth of Nigeria’s population are adolescents aged between 10 and 19 years, and the government recognizes the need to protect their sexual and reproductive health [3]. Adolescent girls are at higher risk. By the age of 18 years, 43% of Nigerian women are married, 56% have had sexual debut, and 29% have given birth [4]. In 2018, 19% of girls aged 15 to 19 years had begun childbearing, and 40% of deaths in this age group were related to pregnancy and childbirth [4]. Poor, uneducated women in rural areas are more likely to marry and to give birth early [4-6]. Pregnant teenagers may risk unsafe abortions [7,8]. Nigerian adolescents also face risks of HIV and gender violence [9-11]. Nearly all youth aged 15 to 19 years have heard of AIDS, but few have functional knowledge about prevention [4]. Nationally, 18% of women aged 15 to 19 years reported physical violence in the last year and 5% during their last pregnancy [4].

To protect adolescents, the Government of Nigeria introduced the Family Life and HIV Education program in schools in 2003. The program only reaches a small proportion of in-school adolescents, and teachers are uncomfortable dealing with the topics [12,13]. Programs reach even fewer out-of-school youth [14].

Small studies describe the knowledge and experiences of Nigerian adolescents of sexual and reproductive health risks [15-21]. They rarely use available reproductive health services [22,23]. A recent scoping review of 1302 articles on ASRH in sub-Saharan Africa found studies most frequently focused on HIV, sexual behavior, and access to services. Few included younger adolescents (10-14 years), 53% used quantitative methods only, 44% were cross-sectional studies, and only 13% used mixed methods [24]. Many ASRH programs are ineffective [25], and there is a need to measure the impact of interventions and to engage adolescents in designing and implementing programs [26]. We are not aware of published studies that involved Nigerian adolescents in codesigning interventions to address their own sexual and reproductive health needs.

This project aims to fill this evidence gap. In a participatory approach, we will collect qualitative and quantitative evidence about ASRH and share it with adolescents and other stakeholders, who will codesign interventions to improve ASRH. The work builds on an existing strong collaboration between the research team and the state government. This collaboration completed two projects in Bauchi State under the Innovating for Maternal and Child Health in Africa initiative [27]: a trial of universal home visits to improve maternal and early childhood health [28], and a study of causes and prevention of short birth interval [29]. These projects included married adolescent girls aged 14 to 19 years.

Conceptual Framework

The project considers influences on the sexual and reproductive health of adolescent girls and boys at individual, family, and broader structural levels [30]. At the individual and family level, the CASCADA (Conscious knowledge, Attitude, Subjective norms, intention to Change, Agency to change, Discussion of issues, and Action to change) results chain [31,32] expands the knowledge-attitudes-practice model [33], criticized for its lack of detail between attitudes and practice [34]. A modified theory of planned behavior [35], CASCADA is an acronym for a partial order of intermediate outcomes between knowledge and action. We have used CASCADA in resource-poor settings to support analysis of studies of health behaviors [36,37], in the design of interventions [38], and as a framework for analysis of intervention effects [39,40].

Many risks for ASRH are structural; potential solutions need to address factors that constrain individual choice, including patriarchy and unhelpful gender norms [30,41-43]. We developed a concept of choice disability among marginalized young women at high risk of gender violence and HIV in Southern Africa [44], showed its association with HIV risk [45], and implemented interventions combining individual empowerment, more responsive services, and the creation of an enabling environment to support individual choices [46,47]. Choice disability likely also applies to at-risk adolescents in Bauchi, although the cultural context is different.

The concept of cultural safety [48] requires that the people concerned—in this case, adolescents and other stakeholders in Bauchi—decide whether a service or intervention respects their cultural identity and values [49]. Beyond being a moral and ethical issue, cultural safety makes an intervention more likely to succeed.
Participatory research partners with and values the knowledge of stakeholders [50]. The project in Bauchi will prioritize and systematize the concerns and knowledge of local stakeholders, especially adolescents, about ASRH risks and engage them to codesign and implement solutions that work within their cultural context. Our recent work on kunika (short birth interval) in Bauchi demonstrates how an approach of integrated knowledge translation and exchange can result in locally identified and culturally attuned interventions and communication materials for a sensitive issue (U Ansari, unpublished data, January 2022) [29,51].

Research Goal and Objectives

Goal
Codesign culturally appropriate interventions to improve ASRH and pilot their implementation in Bauchi State, Nigeria.

Objectives
1. Explore priority stakeholder concerns about ASRH in Bauchi, collate the knowledge of female and male adolescents and other stakeholders about causes and protective factors for these concerns, and compare their knowledge with documented associations in the literature.
2. Quantify ASRH-related knowledge, attitudes, experiences, and behaviors of female and male adolescents, parents, and service providers, using data collection instruments informed by the collated local knowledge and literature review.
3. Engage adolescents, parents, service providers, and decision-makers in dialogue about the evidence on ASRH outcomes and causes, to identify and implement locally appropriate interventions at different levels to improve ASRH.
4. Evaluate the intervention process and measure impact on ASRH knowledge, attitudes, experiences, and behaviors of female and male adolescents and other stakeholders quantitatively and qualitatively.

Study Design
The participatory research project is a sequential mixed-methods codesign of a pragmatic cluster randomized controlled trial. It will begin with qualitative data collection and a scoping review, supporting codesign of the dialogic intervention to share local findings about ASRH risks and codesign solutions with adolescents and other stakeholders. The impact evaluation of the intervention will use both quantitative and qualitative methods.

Methods

Setting
The study will take place in communities in the Toro Local Government Area of Bauchi State in the North East of Nigeria. Ninety-five percent of the state population are Muslim. Health and education indicators are worse than elsewhere in Nigeria. Only 26% of women and 48% of men aged 15 to 49 years are literate in Bauchi State, compared with 53% and 72% nationally [4]. Women in Bauchi start childbearing particularly young; 41% of girls aged 15 to 19 years have given birth or are pregnant [4]. In a recent program of home visits in Bauchi State [28], 56% of 7282 women aged 14 to 49 years were pregnant during one year, and 38% of those aged 14 to 19 years. Gender violence is common in Bauchi. In one study, 23% of women aged 14 to 19 years experienced domestic violence in the last year and 15% during their last pregnancy [52].

Qualitative Exploration of ASRH Concerns and Scoping Review

Focus Group Discussions
Local researchers will facilitate focus group discussions with female and male adolescents and other stakeholders about priority concerns for ASRH. In each participating community, they will conduct 10 groups: 5 adolescent groups, 2 groups of parents of adolescents (male and female), 2 groups of traditional and religious leaders (male and female), and 1 group of service providers (mixed male and female). The adolescent groups will comprise 3 female groups (10-14 years, 15-19 years unmarried, and 15-19 years married) and 2 male groups (10-14 years and 15-19 years). All groups will include adolescents in and out of school. Female team members will facilitate female groups, and male team members will facilitate male groups. Young facilitators (less than 25 years) will facilitate the groups of adolescents. The 6 participating communities will be 2 urban, 2 rural, and 2 rural-remote, spread across 6 wards in Toro Local Government Area. The research team will also conduct 2 groups with male and female ward-level leaders in each of the 6 wards, 1 group with government officers in the local government area, and 3 groups at the state level, with health planners, traditional and religious leaders, and nongovernment organizations (NGOs). In total, there will be 76 focus groups and 380 to 456 participants (5-6 per group).

Analysis
An inductive thematic analysis will identify priority ASRH concerns [53], using the approach of Braun and Clarke [54] and applying criteria for trustworthiness proposed by Guba [55,56]. Without pre-empting the findings, we expect that the priority ASRH concerns will likely include adverse effects of early pregnancy, sexually transmitted infections, gender violence, sexual abuse, and poor access to responsive services.

Fuzzy Cognitive Mapping
Fuzzy cognitive mapping (FCM) is the graphic representation of knowledge about causality in a system [57,58]. FCM depicts factors that stakeholders consider to be causes of an outcome, in this case, adverse ASRH outcomes. The stakeholders rate the strength of associations between these factors and the outcome. We will compare maps between different stakeholder groups using the mathematical technique of transitive closure [59,60].

Local fieldworkers will facilitate stakeholder groups to create maps of the factors they believe cause the priority ASRH concerns identified in the focus groups. The stakeholders will estimate the strength of each association in the map. They will use a scale of 1 to 5, with 5 representing the strongest association. The FCM groups will be the same as the focus groups.
Analysis

We will digitize the maps using YEd software [61]. A thematic analysis [53,54] of factors in the maps will create broader themes. Transitive closure analysis [59,60] will identify the most influential factors. The analysis will give the knowledge of adolescent girls and boys at least equal weight to that of other stakeholders. We will compare maps of different stakeholder groups and maps from stakeholder groups with the map from the scoping review [62]. Causes of adverse ASRH outcomes identified on the maps will inform the contextualization of the survey instruments. Based on our experience of FCM of causes of short birth interval in Bauchi, we expect they will include causes at individual, family, community, and service levels [29].

Scoping Review of the Literature

Systematic reviews have examined the effectiveness of interventions to improve ASRH, including in low- and middle-income countries [25,26,63]. A 2020 review of studies and demographic and health survey data from sub-Saharan Africa confirmed high ASRH risks, with variation between countries [2]. There remains a need to collate quantitative and qualitative evidence of associations with ASRH in low- and middle-income countries. Supported by a specialist librarian, we will conduct a scoping review of quantitative and qualitative studies of factors associated with ASRH outcomes in low- and middle-income countries. In addition to a standard reporting of the review, we will create a fuzzy cognitive map (see as follows) of factors related to ASRH outcomes, marking the strength of associations as odds ratios or regression coefficients, and compare the literature map with stakeholder-created maps [62,64,65].

Cluster Randomized Controlled Trial of Dialogic Intervention to Promote ASRH

Overview

The trial will begin with a baseline household survey in all study communities. Half the communities will participate in evidence-based dialogues to plan and implement local solutions to ASRH concerns. Normal health and other services will continue in all communities. A follow-up household survey in all communities will document the quantitative impact of the intervention on priority ASRH outcomes, and narratives of change will explore perceived experiences of the intervention.

Participants

The household sample for measurement of impact in intervention and control communities will comprise all adolescents and their parents in 100 households in each community. Eligible households will have at least one adolescent girl. We will adjust survey timing to ensure we reach in-school as well as out-of-school adolescents. No adolescent or parent who agrees to participate in the survey will be excluded. For the intervention, all adolescents, adults, service providers, and traditional and religious community leaders in the intervention communities will be eligible to participate in activities developed in each community after discussing the local evidence in dialogue groups.

The Intervention: SEPA

We have developed the socializing evidence for participatory action (SEPA) approach over 25 years [32] to support participatory action on health concerns [38,66-69]. The SEPA approach includes deliberative dialogue where small groups of stakeholders discuss local evidence and decide on actions to tackle a common concern [70]. SEPA is itself an intervention, and we can measure its impact. Stakeholders decide what actions to take; these vary from place to place, but the protocol of sharing and discussing evidence can be standardized and randomized [71].

Evidence Materials

We will prepare summarized outputs from the transitive closure analysis of the cognitive maps [29]. With support from the research team, groups of approximately 15 adolescent girls and boys respectively, identified through a local NGO, the Federation of Muslim Women’s Associations in Nigeria (FOMWAN), will produce materials to share evidence from the maps and baseline survey, including short video docudramas in the style of popular local soap operas. We recently codesigned with community groups video docudramas about short birth intervals in Bauchi (U Ansari, unpublished data, January 2022). We will work with the female and male adolescents and a local production company to prepare the video docudramas and other communication materials in about four months at the end of year two.

Implementation of the Intervention

SEPA will take place over 18 months, in years three and four. Local researchers and adolescents will share the findings about ASRH, including sharing the video docudramas, with groups in the 30 SEPA communities: adolescent girls, adolescent boys, male and female adults, community and religious leaders, and relevant service providers. The groups will plan and implement local actions to improve ASRH in their communities, engaging other adolescents and other stakeholders in these community actions. The research team will provide logistic and administrative support for the community groups and their actions. Research team members will visit the communities monthly to liaise with community leaders, document progress, and help to resolve challenges. Follow up will be virtual if necessary; we have successfully used cellular teleconferencing in Bauchi communities [72]. Adolescent girls and boys will meet separately; we will explore ways to share ideas between female and male groups, for example, creating visual media such as cellphilm [73]. In combined dialogue groups, there is a risk that powerful stakeholders could silence the voice of adolescents, especially females. Adolescents and other stakeholders will initially meet separately; our trained facilitators will only convene combined groups if the adolescents are confident, and we will give them a protected space to speak in any combined groups. We expect that actions proposed by the SEPA groups will engage larger numbers of adolescents and other stakeholders. To support changes in service provision and community norms, we will include service providers and powerful stakeholders; some may change their views through their engagement. The research team will broker dialogues between adolescents, adults, and service providers in ways that
recognize the steep power gradients involved and take steps to ensure that the voices of adolescents, especially female adolescents, are heard and respected. About 500 adolescents will participate in community SEPA groups, and we expect perhaps 3000 to participate in community activities led by the SEPA groups.

**Process Evaluation of the SEPA Intervention**

The process evaluation will consider implementation, mechanisms, and context [74]. Towards the end of the implementation period, adolescents and other stakeholders implementing SEPA in each community will review their achievements and document the challenges they faced. Using reports from these meetings and documentation of the SEPA activities over the period, a researcher not involved in implementation will “score” the level of implementation in each community, based on level of participation in groups, planned activities, and activities that were implemented. This will include adolescent-led activities as well as the support or resistance they received from other stakeholders in the community and services. This implementation score will be a factor in the quantitative analysis of the impact of the intervention.

**Outcomes**

The initial focus groups and FCM with adolescents and other stakeholders will inform the specific priority ASRH outcomes to be addressed and measured. The outcomes are likely to include sexually transmitted diseases, experience and perpetration of physical and sexual violence, emotional distress, and use and experience of health services. Intermediate outcomes will cover steps in the CASCADA sequence. Questionnaires administered to adolescents and parents in the baseline household survey and the follow-up household survey 18 to 24 months later will collect data to measure the outcomes.

**Timing**

Figure 1 shows the timeline for the project, including the initial qualitative phase and the trial of the intervention.

**Sample Size**

The sample for the baseline and follow-up household survey will include 6000 adolescent girls and 4000 adolescent boys, plus 4000 mothers and 2500 fathers. The clinical trials simulator of Taylor and Bosch [75] estimates study power for the indicative outcome of the experience of violence by adolescent girls. With an expected prevalence of about 20% at baseline, and a sample of 3000 girls in 30 SEPA communities and 3000 in 30 non-SEPA communities, a 15% reduction of gender violence (to 17%) would be detectable with 80% power at the 5% level ($\kappa=0.05$). We anticipate a household response rate of around 95%. In a previous Bauchi household survey, the response rate was 96% (3.4% were not available, and 0.4% declined) [76].

**Allocation of the Intervention**

We will stratify the wards by size and proportion of urban communities, and an epidemiologist not involved in the fieldwork will randomly allocate (using a computer-generated random sequence) 3 of the 6 wards to receive the SEPA intervention. All the 30 study communities in the 3 SEPA wards will participate in SEPA. We do not expect any community to
The follow-up survey will cover the same 60 communities as the baseline survey, but not necessarily the same households.

**Data Collection Instruments**

1. ASRH questionnaires for adolescents and adults will draw on existing validated instruments [80-82], contextualized by findings of the focus groups and FCM. They will include intermediate outcomes of knowledge, attitudes, and experience amenable to change stimulated by the intervention in a short time scale.
2. A guide for institutional reviews of health facilities will gather information on available ASRH services in one clinic per community
3. A questionnaire for key informants and a community profile proforma will enquire about factors relevant to ASRH at the community level. Key informants will include traditional and religious leaders, headteachers, health facility heads, and social workers.

**Quantitative Data Analysis**

Bivariate and then multivariate analysis of responses to the baseline survey will examine associations between ASRH outcomes and potential determinants at individual, family, and community/services level, using the Mantel-Haenszel procedure [83], with the Lamothe cluster adjustment [84]. The analysis will include gender as a key variable in the examination of ASRH outcomes and associations with these outcomes.

To measure the impact of the intervention, we will compare the pre-specified ASRH outcomes at follow-up between adolescents in SEPA and non-SEPA wards and compare the change from baseline to follow-up between SEPA and non-SEPA wards. We will use generalized estimating equations to account for clustering (at ward and community levels), differences at baseline, known potential confounders, and any other community-level changes in the period [85]. A supplementary analysis will look at changes in outcomes in relation to the SEPA implementation ‘score’ (see Process Evaluation of the SEPA Intervention) in individual SEPA communities.

**Auditing Trial Conduct**

A project steering committee led by the Bauchi State Primary Health Care Development Agency and including relevant government bodies and the research team will meet twice-yearly for oversight and decision-making.

**Ethical Considerations**

**Ethical Approval**

On 1 March 2021, the Bauchi State Health Research Ethics Committee approved the overall project (NREC/03/11/19B/2021/03). On 13 September 2021, the Faculty of Medicine and Health Sciences Institutional Review Board at McGill University (A09-B51-21B) approved the initial qualitative phase of focus groups and FCM and will be asked to approve the baseline and follow-up survey and implementation of the intervention of evidence-based dialogues.

**Consent**

Local research supervisors will seek consent from community leaders to work in each community. Facilitators will seek oral informed consent from group participants and parental/guardian consent for participants under 18 years old. Facilitators will ask...
participants to respect each other’s confidentiality and stress that they should not share personal information in the group setting. For the household survey, interviewers will seek and record on the handset oral informed consent from all respondents. They will also seek parental consent for adolescents under 18 years old.

Confidentiality and Data Access

Parents or guardians will not be present during adolescent group activities or individual interviews. We will not record any names or identifying information alongside responses from individuals. Group reports will not identify individuals. Fieldworkers will conduct group sessions in a private location. They will not proceed with household interviews unless they can establish and maintain privacy. Data on the server are password protected; only designated research team members will have access.

Minimizing Potential Harms

Survey respondents, especially females, who disclose sensitive issues, like domestic violence, might face retribution if other household members hear of this. Ensuring privacy minimizes this risk. Discussing topics like experiencing violence or abuse might cause distress. Interviewers will carry details of local support services. Facilitators will refer any group participant who is disturbed by the discussion to pre-arranged support in the community.

Fieldworkers, particularly women, potentially face security threats. All fieldworkers will be from the local area. Each fieldwork team will include male members, part of whose role is to ensure the safety of their female colleagues. Government focal points in each ward will advise on any current security risks, and the teams will not visit insecure communities.

Dissemination and Capacity Building

The Bauchi State Primary Health Care Development Agency will convene meetings at state and zonal levels to discuss findings and policy implications with planners and decision-makers in government, NGOs, and development partners. In year three, the project will share findings from the FCM and baseline survey, and in year five, discuss the impact of the SEPA intervention.

Evidence about factors related to ASRH outcomes in Nigeria and how these might be improved will fill a gap in the literature. We will also publish articles about participatory methods and advances in their analysis, of interest beyond the field of ASRH research. We plan to publish at least five open access papers in peer-reviewed journals and present findings in two international conferences.

Capacity Building

The mainly female research team will consolidate their skills in participatory methods and learn about recent advances. The senior team members will support junior members and knowledge users to analyze and present findings and write articles for publication. Officers from the State Ministry of Health and Primary Health Care Development Agency will work on the project and learn about participatory, qualitative methods and collecting reliable survey data. In year five, the research team will facilitate an analysis and interpretation workshop over 18 days for 20 women and men from the government and FOMWAN. Participants will practice analysis techniques using project data. The research team will support them in preparing articles for publication. Adolescents will design materials to share the evidence from FCM and the baseline survey, including video docudramas. We will help them to create videos and other materials, and they will build skills as they do so.

Results

Focus groups exploring ASRH concerns of stakeholders began in October 2021. Baseline data collection in the household survey is expected to take place in mid-2022.

Discussion

The project will demonstrate the feasibility of implementing ASRH interventions in a Muslim and conservative culture. It tests a participatory approach: adolescents and other stakeholders share their knowledge, codesign instruments to collect data about ASRH and share the findings, participate in evidence-informed dialogue, and codesign and implement culturally appropriate solutions.

Methodological innovations will have wider relevance. We will test FCM with adolescents and continue our advances in the analysis of these maps. We will refine our use of transitive closure to analyze shifts in intermediate outcomes after an intervention [89].

During the project, adolescents and other stakeholders will identify interventions at different levels, from individual to policy level, to improve ASRH in Bauchi, that can be implemented by adolescents, by communities, and by services. Some will be implemented and have a measurable impact during the project; others are long-term interventions, and measurement of their impact is beyond the scope of this project. The interventions will be specific to the culture of Bauchi, but the way we develop them with stakeholders could have much wider resonance. The project could pave the way for a full-scale randomized controlled trial of the participatory intervention across different contexts.

By training and working with planners and decision-makers, the project will support the adoption of evidence-based policies to improve ASRH in Bauchi. It will contribute to a culture of evidence-based planning of health services, building on previous work in the State by the research team.

Evidence about factors related to ASRH outcomes in Nigeria and implementation and testing of a dialogic intervention to improve these outcomes will fill a gap in the literature. The project will document and test the effectiveness of a participatory approach to ASRH intervention research.
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Abstract

Background: Mobile health, the use of mobile technology in delivering health care, has been found to be effective in changing health behaviors, including improving breastfeeding practices in postpartum women. With the widespread use of smartphones and instant messaging apps in Hong Kong, instant messaging groups could be a useful channel for delivering breastfeeding peer support.

Objective: The aim of this paper is to study the feasibility and acceptability of an online instant messaging peer support group by trained peer counselors on improving breastfeeding outcome in primiparous women in Hong Kong.

Methods: A two-arm, assessor-blind, randomized controlled feasibility study will be conducted on 40 primiparous women with the intention to breastfeed. Participants are recruited from the antenatal obstetrics and gynecology clinic of a public hospital in Hong Kong and randomly assigned at a 1:1 ratio to either intervention or control group. The intervention group receives peer support in an online instant messaging group with trained peer counselors on top of standard care, whereas the control group receives standard care. Breastfeeding outcome will be assessed for 6 months post partum or until weaned. The breastfeeding status, the proportion and duration of exclusive and any breastfeeding in each group, and the self-efficacy and attitude of participants will be assessed. The feasibility and acceptability of the study would also be assessed in preparation for a full randomized controlled trial.

Results: This study (protocol version 1 dated January 5, 2021) has been reviewed and approved by the institutional review board of the University of Hong Kong, Hospital Authority Hong Kong West Cluster (reference UW 21-039), on January 26, 2021. Data collection is ongoing and expected to be completed in December 2021. The findings will be updated on clinical trial registry and disseminated in peer-reviewed journals.

Conclusions: This study aims to assess the feasibility and effectiveness of an online instant messaging peer support group in improving the breastfeeding outcome of primiparous women in Hong Kong. Its findings could inform the feasibility of a full-scale trial with this intervention design.

Trial Registration: ClinicalTrials.gov NCT04826796; https://clinicaltrials.gov/ct2/show/NCT04826796
International Registered Report Identifier (IRRID): DERR1-10.2196/32338
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Introduction

Mobile health (mHealth) is the delivery of medical and public health practices using mobile devices [1]. With the advances and increasing ubiquity in mobile technologies, there is an increase in the use of mHealth interventions for promoting healthy infant feeding practices and breastfeeding. A recent meta-analysis has reported that mHealth significantly improved exclusive breastfeeding initiation, breastfeeding attitude, and knowledge [2]. However, the effectiveness of the more interactive and adaptive platforms, such as smartphone apps and social networking tools, in improving breastfeeding outcomes remains understudied.

Smartphones and social networking apps have emerged in recent years as the new tool for information acquisition and exchanges. In 2019, the number of smartphone users in Hong Kong was estimated to reach 6.5 million. It is predicted that 93% of the population in Hong Kong will be smartphone users by 2025 [3]. Previous studies have found the use of these online discussion and social networking platforms to be an acceptable, affordable, and accessible method for a range of health promotion intervention, including promoting physical activities [4], healthy diet [5], smoking cessation [6], and reducing alcohol use [7]. As these communication tools allow for more personalized and instant response without time and location limitations, interventions delivered through online social networking platforms tend to have a high uptake. These platforms could be a promising tool for breastfeeding promotion. A recent integrated review has found that women tend to seek online breastfeeding support if they were isolated or do not receive sufficient professional support, and that online support could be an accessible and easily available channel for them to learn from others’ experience [8]. Nevertheless, most studies on the topic to date have focused on the qualitative aspects of the online support experience [8], and there remains a lack of intervention studies on online peer support intervention. Moreover, existing data on whether online breastfeeding peer support could help improve breastfeeding outcome remain scarce and inconclusive [8].

According to the most recent survey, more than 87.5% of women initiated breastfeeding in Hong Kong in 2018 [9]. However, half of the breastfeeding women have never exclusively breastfed their babies [9]. The exclusive breastfeeding rate tailed off during the first 2 months and dropped to 26.3% at 6 months [9]. Considering the importance of exclusive breastfeeding in the first 6 months, this low exclusive breastfeeding rate is of public health concern. While practices vary, many women in Hong Kong continued to adopt postnatal rituals that Chinese women adhere to in the first month post partum, such as staying at home, eating prescribed foods (eg, chicken and Chinese ginger), and avoiding bathing or washing their hair. This would consequently mean that Chinese women would stay homebound for 1 month after giving birth and often follow specific restrictions on their diets and activities. The existing antenatal and postnatal breastfeeding support is mainly provided by hospitals and maternal and child health centers, which due to the pandemic, have been further limited. Postpartum women in Hong Kong, thus, may face additional challenges in seeking timely breastfeeding support. Unresolved problems and inadequate support are risk factors for women to cease exclusive breastfeeding early [10,11]. There is a need for innovative approaches to engage and support breastfeeding women in the first 6 months after childbirth.

Thus, a randomized controlled feasibility study is proposed with the aim to examine the practicality and feasibility of supporting Chinese breastfeeding mothers in Hong Kong. In a previous study conducted in Hong Kong, it is suggested that peer support delivered via instant text messages could be a viable way of promoting breastfeeding [12]. The instant messaging smartphone app, WhatsApp (WhatsApp Inc), is one of the most used social networking platforms in Hong Kong [13]. It is a free all-in-one app for sending text and voice messages, multimedia contents, and video calls. The proposed intervention aims to address an important service gap in Hong Kong to promote and sustain exclusive breastfeeding. While WhatsApp has been used as a tool to deliver professional breastfeeding support in countries such as Turkey [14], this will be the first WhatsApp breastfeeding support intervention provided by trained peer supporters in Hong Kong. However, there might be potential barriers to a successful implementation of the intervention and evaluation of its effectiveness. Therefore, a feasibility pilot study is proposed to identify if a WhatsApp online group on breastfeeding by peer counselors, delivered through instant messaging support and designed to improve breastfeeding outcomes, is feasible and acceptable.

This trial was registered on ClinicalTrials.gov (NCT04826796) on April 1, 2021.

Methods

Study Aim

The main objective of the study is to determine the feasibility and acceptability of an online messaging support group hosted by trained peer counselors on breastfeeding outcome in women with intention to breastfeed in Hong Kong over a 6-month period.

Trial Design

This trial adopts a randomized controlled superiority design with 2 parallel groups and a primary end point of cessation of breastfeeding in the first 6 months post partum. Participants will be randomly allocated to the intervention or control group on a 1:1 ratio.

Study Setting

Participant recruitment will be conducted at the obstetrics and gynecology outpatient clinic at a public hospital in Hong Kong serving an urban population.

Sample Size

The sample size of the trial is 40 participants, with 20 participants in each arm. As this is a feasibility and pilot study that aims to gauge the rate of recruitment, adherence, and retention levels, as well as to identify unanticipated issues of the trial design, this recommended sample size for feasibility
and pilot study is used [15]. Recruitment will continue until target sample size is reached.

**Inclusion and Exclusion Criteria**

To be eligible for inclusion in the study, participants must (1) be primiparous, (2) intend to breastfeed, (3) have a singleton pregnancy, (4) have term infant (37-42 weeks gestational), (5) be Cantonese speakers, (6) reside in Hong Kong, and (7) have no serious medical or obstetrical complications.

Individuals will be excluded from the study if they fail to meet the inclusion criteria or if their newborn (1) are <37 week gestation; (2) have an Apgar score <8 at 5 minutes; (3) have a birthweight <2500 grams; (4) have any severe medical conditions or congenital malformations; (5) are placed in the special care baby unit for more than 48 hours after birth; or (6) are placed in the neonatal intensive care unit at any time after birth. Participants who are, due to mental or physical reasons, unable to provide written informed consent are also excluded from the study.

**Recruitment, Randomization, and Allocation of Intervention**

Recruitment will be conducted at the obstetrics and gynecology outpatient antenatal clinics in a public hospital in Hong Kong. Research assistants will have obtained written informed consent from participants. All eligible participants who consented to participate will be randomized. They will be randomly assigned to either the intervention or control group at a 1:1 ratio. The randomization sequence was computer generated using STATA (Stata Corp) with simple randomization by a researcher prior to study recruitment. The sequence will be concealed in a password-encoded excel file, which will not be assessed by nor disclosed to a second researcher responsible for participant recruitment and data collection. After the participants are recruited and the baseline assessments have been completed, a third researcher with access to the randomized sequence will notify the participants of their group assignment.

Due to the nature of the study, a single-blind design is used. The participants will be notified of their group assignment after the completion of baseline assessment. The researcher responsible for study recruitment and assessments will be blinded to group allocation.

**Intervention**

The participant timeline in the study is outlined in Table 1. The control group will continue to receive standard care, whereas the intervention group will, in addition to standard care, be included in a breastfeeding support group on a popular online messaging mobile app, WhatsApp ("WhatsApp group"), with trained peer counselors. The participants will be notified before they were added to the group and will receive a standard welcome message in the group afterward. The message will introduce the peer counselors and encourage participants to raise any question or concern they may have. Peer counselors will send prompts asking for questions or send information related to breastfeeding every week for 6 months. No harm to the participants is anticipated. The participants could leave the WhatsApp group on their own if they wish to discontinue the intervention. The participants are permitted to receive other professional breastfeeding support.

<table>
<thead>
<tr>
<th>Table 1. Participant timeline in the WhatsApp breastfeeding peer support study.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Point of contact</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Enrollment</strong></td>
</tr>
<tr>
<td>Eligibility screen</td>
</tr>
<tr>
<td>Informed consent</td>
</tr>
<tr>
<td>Allocation</td>
</tr>
<tr>
<td><strong>Interventions</strong></td>
</tr>
<tr>
<td>Control group</td>
</tr>
<tr>
<td>Intervention group</td>
</tr>
<tr>
<td><strong>Assessments</strong></td>
</tr>
<tr>
<td>Demographics</td>
</tr>
<tr>
<td>Infant feeding status</td>
</tr>
<tr>
<td>Breastfeeding self-efficacy</td>
</tr>
<tr>
<td>Breastfeeding attitude</td>
</tr>
</tbody>
</table>

In this trial, the WhatsApp group includes 4 trained peer counselors, 1 of whom is an experienced trainer, and all participants are allocated to the intervention group. The trained peer counselors are all women living in Hong Kong with at least 4 months of breastfeeding experience. All of them have been trained under the Breastfeeding Peer Support Scheme organized by Natural Parenting Network and have received at least 16 hours of training, attended 2 practicums, and passed a
standardized assessment. The training program covered topics including (1) why breastfeeding is important, (2) how to assure good start of breastfeeding, (3) how to help mother breastfeeding, (4) communication skills, (5) common breastfeeding problems, (6) diet and hygiene, (7) maternal illness and needs, and (8) local support and role of peer counselors. The peer counselors were assessed by their trainers after completing the training program.

**Outcomes**

The feasibility of the study will be examined based on the proportion of participants agreed to participate in the study and the acceptance of women to be randomized; completion of the intervention and follow-up at 6 months post partum will also be measured. Data on the number of women approached and screened and the reasons for rejection or exclusion will be collected. In addition, the women’s views on the intervention, including strengths, weaknesses, and room for improvements, will be assessed at each follow-up time points. The reason for dropping out of intervention would be recorded. Women in the intervention group will also be invited to a qualitative interview assessing their views on the intervention at the end of the study.

In terms of intervention efficacy, the primary outcome of the study is the infant feeding status. We will collect data on the participants’ infant feeding status at 1, 2, 4, and 6 months post partum. The infant feeding status will be classified according to the World Health Organization definitions in the 24 hours prior to each data collection period [16]. We will compare the proportion of any and exclusive breastfeeding among participants in the intervention and control groups. The secondary outcomes are the breastfeeding self-efficacy and attitude of the participants. Breastfeeding self-efficacy will be measured using the Hong Kong Chinese version of the Breastfeeding Self-Efficacy Scale-Short Form (BSES-SF) [17]. BSES-SF is a 14-item scale with total score ranging from 14 to 70, with a higher score indicating higher breastfeeding self-efficacy [18]. Attitude toward breastfeeding will be measured using the Chinese version of the 17-item Iowa Infant Feeding Attitude Scale (IIFAS) [19]. The total score ranges from 17 to 85, with a higher score indicating a more favorable attitude toward breastfeeding [20]. The breastfeeding self-efficacy and attitude of participants will be measured at study entry and 2 months post partum. All participants will be followed for 6 months post partum or until weaned.

**Data Collection Method**

Demographic information and breastfeeding self-efficacy and attitude will be collected from the participants at study entry. The participants will be asked to complete the questionnaires after providing informed consent to participate. Demographic information such as age, educational level, household income, intention to exclusively breastfeed, and intended duration of any and exclusive breastfeeding, whether they were breastfed as a child, and whether they know someone with breastfeeding experience, were collected. Maternal and birth data will be collected by the research assistant from the participants’ medical records. Follow-up assessments will be conducted via telephone interviews at 1, 2, 4, and 6 months post partum by the research assistant. To promote retention, the participants will be asked their preferred time of contact for the phone interviews. Infant feeding status will be assessed at all 4 follow-up time points, whereas the breastfeeding self-efficacy and attitude will be assessed at 2 months post partum. Any professional breastfeeding support received will also be recorded.

**Data Management Plan**

Data containing personal information will be stored separately in a locked cabinet at the School of Nursing or on password-encoded files. Data entry will be completed by the research assistants. Range check for data value will be conducted to promote data quality. Only study investigators and research assistants will have access to the data set.

**Data Analysis**

To assess the feasibility of the study, descriptive statistics of the proportion of individuals who agreed to participate and to be randomized and who completed the study, as well as any loss to follow-up will be reported. The main reasons for rejection and exclusion will also be reported. To compare the baseline characteristics of the participants across the 2 study groups, t tests will be used for continuous variables and chi-square tests for categorical variables. Moreover, we will compare and report the breastfeeding outcomes in the 2 study groups and will check for evidence of harm. Intention-to-treat analysis will also be conducted. Multiple imputation will be used to account for missing data, and reporting will follow the guideline published in the British Medical Journal [21]. Where appropriate, each estimate will be accompanied by a 95% confidence interval, and a 5% level of significance will be used in all statistical tests. Data analysis will be performed using the Stata (version 16.0) statistical software [22].

**Data Monitoring**

As the intervention poses minimal risks to the participants, no data monitoring committee is needed. However, the dialogue and responses from the peer supporter and participants are recorded and monitored in the intervention to ensure that queries are being responded to appropriately, and to ensure that any negativity that may be generated by difficulties experienced by new mothers is handled skillfully. Investigators will have the final decision to terminate the trial if needed. Any serious adverse events will be reported to the ethics committee within 1 week, and trial record will be made available for audit by the ethics committee.

**Ethics Approval**

This study has been reviewed and approved by the institutional review board of the University of Hong Kong, Hospital Authority Hong Kong West Cluster (Reference UW 21-039) on January 26, 2021. Any amendment to the protocol will be submitted to the institutional review board for review and approval. This study complies with the Declaration of Helsinki and its later amendments. All participants have provided written informed consent to participate.

**Results**

Study recruitment has commenced in March 2021. Data collection is ongoing. The projected end date of intervention
and data collection is at the end of December 2021. The result from this study will be updated on the clinical trial registry and submitted to suitable peer-reviewed publications within 12 months of study completion. Anonymized data will be available upon reasonable request within 24 months of study completion.

**Discussion**

This protocol for a randomized controlled trial aims to study the feasibility and potential efficacy of a WhatsApp group with trained peer counselors in improving breastfeeding outcomes in primiparous women in Hong Kong. The small sample size may limit the power and generalizability of the study; however, as a feasibility study, this could provide valuable information for conducting a full-scale randomized controlled trial.
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Abstract

Background: The COVID-19 pandemic has had the greatest impact in long-term care facilities (LTCFs) by disproportionately harming older adults and heightening social isolation and loneliness (SIL). Living in close quarters with others and in need of around-the-clock assistance, interactions with older adults, which were previously in person, have been replaced by virtual chatting using information and communication technologies (ICTs). ICT applications such as FaceTime, Zoom, and Microsoft Teams video chatting have been overwhelmingly used by families to maintain residents’ social capital and subsequently reduce their SIL.

Objective: Because of the lack of substantive knowledge on this ever-increasing form of social communication, this systematic review intends to synthesize the effects of ICT interventions to address SIL among residents in LTCFs during the COVID-19 period.

Methods: We will include studies published in Chinese, English, and French from December 2019 onwards. Beyond the traditional search strategy approach, 4 of the 12 electronic databases to be queried will be in Chinese. We will include quantitative and intervention studies as well as qualitative and mixed methods designs. Using a 2-person approach, the principal investigator and one author will blindly screen eligible articles, extract data, and assess risk of bias. In order to improve the first round of screening, a pilot-tested algorithm will be used. Disagreements will be resolved through discussion with a third author. Results will be presented as structured summaries of the included studies. We plan to conduct a meta-analysis if sufficient data are available.

Results: A total of 1803 articles have been retrieved to date. Queries of the Chinese databases are ongoing. The systematic review and subsequent manuscript will be completed by the fall of 2022.

Conclusions: ICT applications have become a promising avenue to reduce SIL by providing a way to maintain communication between LTCF residents and their families and will certainly remain in the post–COVID-19 period. This review will investigate...
and describe context-pertinent and high-quality programs and initiatives to inform, at the macro level, policy makers and researchers, frontline managers, and families. These methods will remain relevant in the post–COVID-19 era.

International Registered Report Identifier (IRRID): DERR1-10.2196/36269

(JMIR Res Protoc 2022;11(3):e36269) doi:10.2196/36269
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Introduction

Background

The COVID-19 pandemic has disproportionately harmed older adults and subsequently heightened their social isolation and loneliness (SIL) [1,2] and suicidal vulnerability [3-5]. Long-term care facilities (LTCFs) are the most profoundly affected sector with the highest mortality rate of 81% [6,7]. Apart from being the hardest hit during the pandemic, residents have already been experiencing long-lasting SIL before the beginning of the COVID-19 pandemic [8]. To address this SIL, information and communication technologies (ICTs) have become key resources for families to maintain a socio-emotional connection with their loves secluded in LTCFs [9]. Families remain LTCF residents’ strongest support system. The Canadian Institutes for Health Information contends that the majority (82%) of older adults need family involvement in their instrumental activities of daily living [10-12].

Systematic [13] and Cochrane [14] reviews undertaken before the COVID-19 pandemic were inconclusive with regard to the effect of ICT in reducing SIL in older adults. However, the pandemic has confirmed the importance of ICT’s applications worldwide to provide remote chatting conferencing—a feature that maintains vital interactions between families and their loved ones. Owing to stringent public health restrictions on physical access to LTCFs, ICT has been the only alternative to the COVID-19 pandemic. The following objectives will be implemented in LTCFs to address SIL among residents during the COVID-19 pandemic. The following objectives will be considered to address this research question:

1. To synthesize the effects of ICT interventions to address SIL in LTCF residents during the COVID-19 period;
2. To identify studies that use ICT, namely through a varied function of communication such as messaging or chat, video, voice mail, or photo as a strategy for interaction and connection with older family members living in LTCFs;
3. To measure the impact of ICT on the interaction between families and their family members in LTCF facilities.

Rationale for This Study

Older adults have been relying on family members to monitor their “health, well-being, and safety” through virtual visits during the COVID-19 pandemic [40]. SIL in older people has been identified as a risk factor for premature mortality [27] for both poor physical (eg, cardiovascular and obesity) [41-43] and psychiatric health (eg, depression and anxiety) [44]. The significance of communication depression has been featured prominently in local and national news outlets that have
highlighted the stories of residents and families being connected via various ICT applications during the pandemic [45]. Liotta et al [46] explained how increased social connectedness was a powerful tool for nursing home residents that it decreased SIL during the pandemic. Thus, innovative use of digital tools can provide a method to address this urgent public health matter on a long-term basis [47]. As opportunities offered by ICT applications have the potential for long-term solutions for the COVID-19 pandemic and postpandemic period, this systematic review will help inform policy and practice interventions in this area.

The proposed systematic review is also necessary to shed light on the pre–COVID-19 pandemic literature on the impact of ICT on SIL. Systematically examining the evidence on the association between ICT and SIL will help establish up-to-date knowledge to develop best practices and support evidence-based policy decision-making.

**Methods**

**Identification of Data Sources and Studies**

This systematic review will be conducted following the Cochrane Collaboration methods [48] and the Preferred Reporting Items for Systematic Review and Meta-Analysis Protocols (PRISMA-P) checklist to ensure the completeness of this protocol. We will consult the Synthesis Without Meta-analysis (SWiM) guidelines to guide the use of alternative synthesis methods. The review is registered with the OSF registries [49]. The search will be performed in English, French, and Chinese. A pilot exploratory search on Ovid MEDLINE will be undertaken to create a robust string that is well calibrated in order to improve the likelihood of retrieving articles that are as relevant as possible. This interactive process will include both free vocabulary and descriptors. Beyond the traditional approach that emphasizes on French or English search strings, this review will be enhanced by searching on Chinese databases. Tables 1 and 2 exhibit the search strategies in English for the Ovid MEDLINE database and in Chinese for the China National Knowledge Infrastructure (CNKI) database. The final search strategy involved the following databases: PsycINFO, Ovid MEDLINE, Embase, CINAHL, Cochrane Library, Web of Science, Communication & Mass Media Complete, Association for Computing Machinery (ACM) Digital Library, IEEE Xplore, CNKI, WanFang, Weipu (VIP), and SinoMed. Two review authors, the principal investigator (IB) and a PhD student (JZ), who is a native Mandarin speaker and writer, will canvas all the titles and abstracts; a third review author (DS) will resolve the conflicts. A pilot test will be implemented using a pilot-tested algorithm, which is shown in Figure S1 in Multimedia Appendix 1.

**Table 1.** Ovid MEDLINE search strategy (to be modified as needed for other databases).

<table>
<thead>
<tr>
<th>Number</th>
<th>Query</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>(lonel* or ‘social connect*’ or connectedness or ‘social distance*’ or aloneness or solitude or Seclu* or confin* or separat* or quarantine* or remote* or ‘emotional isolation’ OR Quarantine).ab,kw,ti.</td>
</tr>
<tr>
<td>#2</td>
<td>exp Loneliness/ or exp Quarantine/</td>
</tr>
<tr>
<td>#3</td>
<td>#1 OR #2</td>
</tr>
<tr>
<td>#4</td>
<td>(isola* or deprivation or network or support).ab,kw,ti. AND social.ab,kw,ti.</td>
</tr>
<tr>
<td>#5</td>
<td>exp Social Isolation/</td>
</tr>
<tr>
<td>#6</td>
<td>#4 OR #5</td>
</tr>
<tr>
<td>#7</td>
<td>#3 OR #6</td>
</tr>
<tr>
<td>#8</td>
<td>(‘Long-Term Care’ or ‘Assisted-Living Facilit*’ or ‘Homes for the Aged’ or ‘Nursing Home*’ or Geriatrics or ‘homes for the aged’ or ‘Housing for the Elderly’).ab,ti.</td>
</tr>
<tr>
<td>#9</td>
<td>(long-term-care OR Geriatrics OR ‘Older Adult*’ OR elde* OR senior OR aged OR retirement).ab,kw,ti. AND (Home, OR facilit* OR residen*).ab,kw,ti.</td>
</tr>
<tr>
<td>#10</td>
<td>exp Nursing Homes/ OR exp Housing for the Elderly/</td>
</tr>
<tr>
<td>#11</td>
<td>#8 OR #9 OR #10</td>
</tr>
<tr>
<td>#12</td>
<td>(Pandemi* or epidemi* or andemi* OR Outbreak) OR (coronavirus or COVID-19 or SARS-COV2 ).ab,ti,.kw</td>
</tr>
<tr>
<td>#13</td>
<td>exp pandemic/ or exp pandemic/ OR COVID-19/ OR SARS-CoV-2/</td>
</tr>
<tr>
<td>#14</td>
<td>#12 OR #13</td>
</tr>
<tr>
<td>#15</td>
<td>(‘Digital technology’ OR Zoom OR facebook OR ‘information technology’ OR Skype OR ‘FaceTime’ OR ‘cell phone*’ or smartphone* or on-line or online or web-based or ‘webbased’ or ‘web based’ or ‘world wide web’ OR ‘Cellular Phone*’ or ‘mobile phone*’ or internet).ab,kw,ti.</td>
</tr>
<tr>
<td>#16</td>
<td>information technology/ OR information technology/ OR Cell Phone/ OR smartphone/ OR Online Social Networking/ OR internet/</td>
</tr>
<tr>
<td>#17</td>
<td>#15 OR #16</td>
</tr>
<tr>
<td>#18</td>
<td>#7 AND #11 AND #14 AND #17</td>
</tr>
</tbody>
</table>
This systematic review will target the following outcomes, irrespective of whether a psychometric measure is used or not.

**Inclusion and Exclusion Criteria**

Inclusion and exclusion criteria will be based on the Population, Interventions, Comparators and designs, Outcomes (PICO) framework, summarized below.

**Population (P)**

This systematic review will consider studies that target SIL reduction as an outcome in older adults aged 65 years and over living in LTCFs (e.g., nursing homes or assisted living arrangements). We will exclude studies of the following persons: (1) with a terminal illness, or (2) who are hospitalized, or (3) with severe neurocognitive disorders, or (4) with severely impaired cognition (measured by specific tools such as the Mini-Mental State Examination [52]), or (5) targeting community dwellers.

**Intervention (I)**

This systematic review will focus on the use of information technology, namely through communication modes such as chat, video, voice mail, or photo, which maintain or improve the connection between the older adults in LTCFs and their families. This sector of the Canadian health system—and possibly worldwide—appears to be the poor counterpart of all the segments, above all in the new technologies of communication [53].

In addition to regular communication technology such as the telephone, the main ICT intervention component must be based on the use of the internet to fulfill social networking. This is one of 7 elements that can help older adults maintain their independence, proposed in a white paper by the Center for Technology and Aging [54]. Targeted interventions can be delivered individually or in groups and can take place over one or more sessions of various time frames. Any type of digital tool will be considered, including computers, smartphones, or tablets, with the ultimate goal of addressing SIL using commercial applications including Facebook or Zoom for conversation. Any form of connection involving an important face-to-face component in the conversation, or for the purpose of medical treatments, will be excluded.

**Comparator (C) or Designs**

We will include quantitative studies, specifically randomized controlled trials (RCTs) and quasi-RCTs (including cluster designs), quasi-experimental, cohort, cross-sectional, and pre-post intervention studies. Qualitative and mixed methods studies will be also included. We will exclude all ICT-based therapeutic interventions, although they also have an interactive component and are capable of reducing SIL. Studies that compare ICT interventions to alternative ones such as visits through widows or contactless control groups during the pandemic will be included. Telehealth or telemedicine, as defined by the World Health Organization [55], although delivered by video, will be excluded as their main intention is not SIL reduction. Further comparison is foreseen through between-group comparisons involving; for instance, phone calls versus calls with a visual component.

**Outcome (O)**

This systematic review will target the following outcomes, irrespective of whether a psychometric measure is used or not.
The primary outcomes were as follows:

- Measures of SIL (ie, scores on any appropriate and validated tool);
- Measures of SIL through proxy outcomes including the following: companionship, friendship, feeling of being forgotten and not belonging, and connection with family.

We will exclude interventions that include an important face-to-face component or technologies that do not support an interactive component.

The secondary outcomes were as follows:

- Self-report measures of symptoms of depression (ie, scores on any self-report questionnaire that is designed to quantify the severity of symptoms of depression);
- Self-report measures of quality of life (ie, scores on any self-report questionnaire that is designed to allow people to rate their quality of life, either overall or within specific domains).

**Timeline (T)**

This study was carried out over the COVID-19 pandemic from December 2019 onward.

**Data Synthesis and Analysis**

Extracted data from all included studies will be summarized in tabular format. Data will be categorized and aggregated by type of intervention and type of setting (eg, nursing homes or assisted living arrangements). A narrative synthesis will be completed. Significant as well as nonsignificant results will be collected, analyzed, and discussed within the relevant outcome category. We plan to run a subgroup narrative analysis. A meta-analysis is planned on the basis of the quality and quantity of data, and heterogeneity will be measured through $\hat{I}^2$ statistics. All the limitations will be discussed.

**Availability of Data and Material**

The data sets generated and analyzed during this study, which would be necessary to interpret, replicate, and build on the findings reported in the review article will be made publicly available as requested by the funding institution. All requests should be addressed to the corresponding author as these data will be stored on a secured server of the Université de Saint-Boniface.

**Ethical Considerations**

As this systematic review is part of a “Social isolation and loneliness project,” we received ethical approval from the Ethics Committees for Research of the University of Ottawa (H-08-21-7314) the University of Moncton (dossier 2021-073) and the Research Ethics Board of the Primary Care and Population Health Research Sector of the CIUSSS of the Capitale-Nationale (2021-2303, _SPPL_).

**Patient involvement**

No patients will be involved. Patients will not be invited to comment on the study protocol design and were not consulted as to how this work may inform patient-relevant outcomes or how a patient might interpret results. However, findings will be disseminated to the public and health care professional networks via conferences, publications, and presentations.

**Results**

In this review, no patient will be involved. Data extraction and analysis, as well as writing of the manuscript, are expected to be completed by the end of summer 2022.

**Discussion**

According to the International Federation on Ageing, the number one emerging issue faced by seniors in Canada is keeping older people socially connected and active [56]. SIL can be a chronic issue that burdens older adults. This has sharply augmented with the arrival of COVID-19. Active and vigorous programs exist throughout the world to address SIL such as the following: “End Loneliness” in the United Kingdom [57], Danmark spiser sammen [58], “ALONE” of Ireland [59], or even “Better Together,” the Canadian family and caregiver presence initiative [60,61] that has resulted in a significant involvement of families (ie, 20% of families spending over 10 hours per week in supportive activities) [62]. Despite this, more work is needed, and ICT interventions are a good fit.

Virtual communication and technologies that have come to the forefront as the primary mode for LTCF residents during the COVID-19 pandemic appear to be a promising new avenue to maintain social connections and capitalize on the ties among families, their loved ones, and the “outside world.” Furthermore, many older adults have higher levels of eHealth literacy with the baby boomer generation becoming older seniors. Nonetheless, many LTCFs do not have the technological capabilities to support modern-day technologies. This is one area of health care system that the COVID-19 pandemic has shed light on. Indeed, in 2020, Canada Infoway reported that LTCFs health technology is the least funded component of the entire health system; a reality that may also be applicable to the rest of the world [53].

At the same time, the current number of studies on ITC does not reflect the mortality inflicted by COVID-19 in long-term care. When and if visiting condition return to “normal,” greater efforts will be required to further develop and promote a secure way of virtually connecting LTCF residents with their loves in the community. Furthermore, initiatives should be tailored to address individual social isolation needs. This review is a step toward highlighting the need for more high-quality program evaluation of interventions and other initiatives implemented in the course of the COVID-19 pandemic. The findings of this systematic review will help draw attention from relevant stakeholders of health systems, or specifically LTCF-oriented ones, to address this urgent issue. Although SIL is a socially complex issue that requires a multi-sectorial approach, knowledge gathered and synthesized from this exercise may inform the actions of governments, researchers, and frontline LTCF managers.
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Abstract

Background: With the growing excitement of the potential benefits of using machine learning and artificial intelligence in medicine, the number of published clinical prediction models that use these approaches has increased. However, there is evidence (albeit limited) that suggests that the reporting of machine learning–specific aspects in these studies is poor. Further, there are no reviews assessing the reporting quality or broadly accepted reporting guidelines for these aspects.

Objective: This paper presents the protocol for a systematic review that will assess the reporting quality of machine learning–specific aspects in studies that use machine learning to develop clinical prediction models.

Methods: We will include studies that use a supervised machine learning algorithm to develop a prediction model for use in clinical practice (ie, for diagnosis or prognosis of a condition or identification of candidates for health care interventions). We will search MEDLINE for studies published in 2019, pseudorandomly sort the records, and screen until we obtain 100 studies that meet our inclusion criteria. We will assess reporting quality with a novel checklist developed in parallel with this review, which includes content derived from existing reporting guidelines, textbooks, and consultations with experts. The checklist will cover 4 key areas where the reporting of machine learning studies is unique: modelling steps (order and data used for each step), model performance (eg, reporting the performance of each model compared), statistical methods (eg, describing the tuning approach), and presentation of models (eg, specifying the predictors that contributed to the final model).

Results: We completed data analysis in August 2021 and are writing the manuscript. We expect to submit the results to a peer-reviewed journal in early 2022.

Conclusions: This review will contribute to more standardized and complete reporting in the field by identifying areas where reporting is poor and can be improved.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42020206167; https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=206167

International Registered Report Identifier (IRRID): RR1-10.2196/30956

(JMIR Res Protoc 2022;11(3):e30956) doi:10.2196/30956
Machine learning is commonly defined as computers learning from data [1], especially when they are not explicitly programmed [2]. There is considerable optimism around the potential benefits of using machine learning approaches in medicine, including for prediction [3-9]. This is in part because of the ever-increasing volume and variety of health care data collected and readily available for clinical and research purposes. Although few prediction models developed using machine learning are currently used in clinical care [10], some researchers believe that machine learning will greatly increase predictive performance relative to more traditional regression techniques and will replace many regression-based prediction models and tasks previously performed by clinicians, such as diagnostic image interpretation [4,10,11]. These increases in performance purport to result in more accurate diagnoses and prognoses for patients and may ultimately improve patient outcomes.

Excitement about these potential benefits has led to a recent increase in the number of publications reporting the use of machine learning approaches for clinical prediction. While several reviews have evaluated the reporting quality of studies that use machine learning for clinical prediction [12-17], they all assessed the studies’ general reporting using items similar to those found on the Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis (TRIPOD) checklist instead of using machine learning–specific items (eg, related to tuning). We therefore do not know much about the quality of machine learning–specific reporting in studies that use machine learning to develop clinical prediction models. However, there is evidence (albeit limited) suggesting that the reporting of machine learning–specific aspects in these studies is poor [16]. A review by Christodoulou et al [16] evaluated the performance of clinical prediction models developed using machine learning versus regression and found poor reporting of the machine learning tuning methods.

Another review of the reporting of studies that use machine learning for clinical prediction by O’Shea et al [17] assessed the reporting of studies that used convolutional neural networks for the radiological diagnosis of cancer; this review used the CLAIM (Checklist for Artificial Intelligence in Medical Imaging) [18], which was developed for machine learning–based studies. However, most of the CLAIM items are similar to items on non–machine learning checklists and are not unique to machine learning (eg, validation, handling of missing data). Among the unique items, most were specific to artificial neural networks. Two additional reviews evaluated the reporting of studies that used machine learning for clinical prediction [15,16]. However, both these reviews used the TRIPOD checklist to assess reporting quality and therefore the items used were not specific to machine learning. Lastly, a review by Yusuf et al [14] assessed the reporting quality of studies that used machine learning to develop clinical prediction models, but the review focused on the reporting of information about study participants and did not assess reporting of unique machine learning items.

There are no broadly accepted guidelines for the reporting of clinical prediction studies that use machine learning [19-22]. While the TRIPOD statement [23], published in 2015, outlines items that should be reported in all sections of a paper on the development or validation of a clinical prediction model, the specificity of these items as they relate to machine learning methods is limited. Consequently, there is a need for additional guidance on how to report the methods and results of these studies, which differ from traditional regression studies [20,24]. Six reporting guidelines or checklists have been developed for studies that use machine learning approaches [21]: CLAIM [18], MI-CLAIM (Minimum Information About Clinical Artificial Intelligence Modeling) [25], MINIMAR (Minimum Information for Medical Artificial Intelligence Reporting) [26], The Machine Learning Reproducibility Checklist [27], and guidelines by Luo et al [28] and Stevens et al [29]. However, these checklists have substantial limitations, including considerably overlapping with TRIPOD instead of being an extension to TRIPOD. The checklist by Luo et al [28] was the only one to use a Delphi consensus process, a recommended approach [30]. To our knowledge, none of these checklists have become widely used in machine learning clinical prediction research [19-22]. Therefore, the TRIPOD group is developing an extension to the TRIPOD statement for studies that use machine learning—TRIPOD-Artificial Intelligence [31].

The absence of broadly accepted reporting guidelines may contribute to poor reporting. Additionally, studies that use machine learning often have more complex study designs than regression-based clinical prediction model development studies (eg, more complex resampling procedures to accommodate unbiased tuning or model comparison). Complete reporting in clinical prediction research, including research using machine learning, allows for assessment of model validity, assessment of risk of bias in predictive performance, and enables readers to trust and be able to use and externally validate models. Given the lack of reviews assessing machine learning–specific reporting and the evidence of poor reporting of tuning methods, we aim to conduct a systematic review to assess reporting quality using a sample of 100 recently published studies that use machine learning to develop clinical prediction models. The review will consider reporting within 4 key areas where the reporting of machine learning studies is unique: modelling steps, model performance, statistical methods, and presentation of models. The specific objectives of this review are to (1) assess the current reporting quality of machine learning–specific aspects (modelling steps, model performance, statistical methods, and presentation of models) in studies that use machine learning to develop clinical prediction models; (2) evaluate whether reporting quality differs by journal discipline; and (3) identify the most common machine learning algorithms, tuning methods, and internal validation procedures currently used in this field.
Methods

Registration and Reporting of Results

This protocol was registered with PROSPERO (registration number CRD42020206167) in September 2020 [32]. The reporting of this protocol follows the Preferred Reporting Items for Systematic Review and Meta-Analysis Protocols statement (Multimedia Appendix 1) [33]. The reporting of the review will follow the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [34]. Ethical considerations do not apply to this review as it will exclusively use data from published studies.

Search Methods

MEDLINE will be searched without language restrictions via Ovid using a search strategy developed in consultation with a research librarian (Table 1).

Table 1. MEDLINE (Ovid) search strategy using Ovid MEDLINE(R) and Ovid MEDLINE Epub Ahead of Print, In-Process and Other Non-Indexed Citations and Daily.

<table>
<thead>
<tr>
<th>Concept</th>
<th>MEDLINE (Ovid) search terms</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised machine learning algorithm</td>
<td>exp artificial intelligence/a OR (artificial intelligence OR machine learning OR supervised learning OR statistical learning OR deep learning OR ensemble learning OR regression tree/b OR classification tree/c OR “C4.5” OR probability estimation tree OR random forest OR support vector machine OR relevance vector machine OR artificial neural net OR deep neural net OR deep artificial neural net OR recurrent neural net OR feedforward neural net OR feed-forward neural net OR convolutional neural net OR perceptron OR gradient boost OR adaboost OR k-nearest neighbor OR nearest neighbor OR k-NN OR bayesian network OR bayesian additive regression tree OR model tree OR naive bayes tree OR bootstrap aggregate OR hyperparameter OR hyper-parameter OR scikit OR tensorflow OR pytorch OR (((neural net OR decision tree OR bagging OR boosting OR ensemble OR tuning OR torch OR CART) AND (cross-valid OR crossvalid OR predict OR classifier OR train OR validat OR discrimination OR calibration OR ROC curve OR c-statistic OR c statistic OR area under the curve OR AUC))</td>
<td>• Names of common supervised machine learning algorithms (and their implementations) as well as terms related to the use of supervised learning algorithms. • Terms with non–machine learning meanings as well (eg, bagging) are AND’ed with terms commonly used when discussing prediction models.</td>
</tr>
<tr>
<td>Animal study</td>
<td>exp animals/d NOT humans/</td>
<td>• Animal studies are excluded</td>
</tr>
<tr>
<td>Reviews and other non–original research</td>
<td>(review OR meta-analysis OR editorial OR comment OR letter).pt OR (review OR meta-analysis).ti</td>
<td>• Reviews and other publication types not representing original research are excluded</td>
</tr>
<tr>
<td>Combining concepts</td>
<td>1 NOT 2 NOT 3</td>
<td>• Combining concepts</td>
</tr>
<tr>
<td>Limit to 2019</td>
<td>4 AND “2019*”.dp</td>
<td>• We are using a random sample of these studies</td>
</tr>
</tbody>
</table>

\(a^2\): Medical Subject Heading.
\(b^2\): search term truncation.
\(c^2\): mp: multipurpose (searches titles, abstracts, and author-specified keywords).
\(d^2\): exp …/: exploded Medical Subject Heading.
\(e^2\): pt: publication type.
\(f^2\): ti: title.
\(g^2\): dp: date of publication.

The machine learning search terms used by Christodoulou et al [16] and the list of machine learning algorithms they identified were used to develop the search terms for this review. An initial search without time limits yielded 141,401 citations. The purpose of this review is to identify common reporting deficiencies in recently published articles and not to conduct an exhaustive assessment of reporting quality of machine learning clinical prediction models over time. We will therefore review citations from only 2019 in a pseudorandom order until we obtain a fixed sample of 100 included articles. This time-restricted sampling approach aims to limit the number of studies in our review because of the impracticality of including all studies that would meet our inclusion criteria (preliminary pilot screening indicates this would be approximately 30,000). Further, this sampling approach is similar to the approach used in other reviews that have aimed to evaluate reporting quality [35]. The number 100 was chosen to obtain a balance between CI width and the time it will take to review articles and extract data. The year 2019 was chosen because it is recent and was not dominated by articles on COVID-19 or influenced by
COVID-19–related changes to manuscript writing, reviewing, and publishing practices that may impact reporting quality.

Only one database (MEDLINE) will be used because there are differences in how databases record dates of publication and entry and our review is not meant to be exhaustive. We verified that several key journals that publish machine learning clinical prediction studies are indexed in MEDLINE (e.g., Journal of the American Medical Informatics Association, Journal of Medical Internet Research, Bioinformatics, BMJ Open, PLOS One). Grey literature will not be searched as the objective is to assess reporting quality in peer-reviewed literature.

**Study Selection**

Titles and abstracts will be screened independently by 2 reviewers, and abstracts included by either reviewer will proceed to full-text review. Abstracts will be included if they represent peer-reviewed original research where a supervised machine learning algorithm is used to develop a prediction model. The research must have a human health application and the prediction model must be intended for use in clinical practice (specifically, the prediction model must provide a diagnosis, provide a prognosis, or identify candidates for health care interventions). Further details are provided in the complete exclusion criteria list in Textbox 1.

All study designs, medical disciplines, predictor data types (including images, video, and audio), and outcome data types (binary, categorical, ordinal, measured) will be included. Supervised machine learning algorithms create prediction models by learning the relationship between predictors and outcome and are thus most appropriate for this review. In contrast, unsupervised machine learning algorithms identify patterns in data with no specified outcomes; while they can be used as a step in the development of a prediction model, they cannot create prediction models themselves. The reasons for article exclusion will be recorded at both review stages, with criteria applied hierarchically (Textbox 1). After the first 12 abstracts, the reviewers will discuss discrepancies and clarify exclusion criteria.

The same 2 reviewers will independently review full-text articles using the same exclusion criteria, and disagreements will be resolved by discussion and consensus or by consulting a third individual. After the first 7 full-texts, the reviewers will discuss discrepancies and clarify exclusion criteria.

To obtain a random sample of 100 included articles, we will screen citations in the same pseudorandom order at both the title and abstract screening and the full-text review stages. After removing duplicate PubMed identifiers, citations will be sorted by PubMed unique identifier (smallest to largest). In this order, citations will then be assigned a pseudorandomly generated number in R using the rnorm() function with set.seed(3486) and will be sorted by this number (smallest to largest). Title and abstract screening will be conducted using this order until there are 120 studies that will proceed to full-text review. If fewer than 100 of these are included after full-text review, more titles and abstracts will be screened. No full-text articles will be assessed for inclusion after 100 have been included.

A PRISMA flow diagram will be used to describe the stages and reasons for exclusion. Only studies assigned a pseudorandom number less than or equal to the 100th included study will be described in the flow diagram (i.e., studies that could not have been included in the review because 100 were obtained will not be described in the flow diagram). The number of records identified by the search strategy without time limits and in 2019 will be reported. Agreement between the reviewers for both the title and abstract screening and the full-text review stages will be assessed by calculating Cohen $\kappa$ coefficient (including the pilot of 12 abstracts and 7 full-text articles). Google Sheets and Google Forms will be used for study selection, data extraction, and data storage.
Textbox 1. Exclusion criteria (applied in order, with the first-listed applicable criterion recorded as the reason for exclusion).

1. The study is not original research.
   - Description
     - Includes reviews, meta-analyses, editorials, comments, or letters

2. No prediction model is developed.
   - Description
     - Examples are a study that validates a previously developed machine learning prediction model and a robotics study (using machine learning to develop a robot)
     - Studies are also excluded if the primary aim is to identify important predictors or estimate associations between predictors and outcomes rather than to provide individual predictions (develop a prediction model). Studies focused on assessing the incremental value of a new predictor are included
     - Studies are also excluded if their primary objective is to develop a new machine learning methodology or type of machine learning and they place less emphasis on the prediction model(s) developed as a test of the methodology. This exclusion reason is only used in full-text review
   - Rationale
     - Most of the reporting items of interest are only applicable to model development studies

3. No supervised machine learning algorithm is used.
   - Description
     - The study must use at least one supervised machine learning algorithm to develop the prediction model. Studies that only use machine learning to select predictors or process data and not to develop the prediction model are excluded
     - The following are considered machine learning algorithms:
       - Decision tree (classification or regression)
       - Random forest
       - Support vector machine
       - Relevance vector machine
       - Artificial neural network (including single layer perceptron)
       - Boosted tree algorithms (including gradient boosting machines)
       - k-nearest neighbors
       - Bayesian network (only if they learn the graph structure from the data)
       - Bayesian additive regression tree
       - Model tree, including naïve Bayes tree
       - Algorithms employing boosting or bagging
       - Ensemble methods if they include at least one machine learning algorithm listed above
     - The following (by themselves) are not considered machine learning algorithms:
       - Generalized linear model (regression)
       - Regularized (penalized) regression, including lasso, ridge, and elastic net
       - Partial least squares
       - Principal component regression
       - Generalized additive models
       - Regression with splines
       - Multivariate adaptive regression splines
       - Generalized estimating equations
       - Bayesian regression
       - Naïve Bayes
• Discriminant analysis
• Genetic algorithms
• Latent class analysis
• Fuzzy logic
• Autoencoder (because not supervised)

• Studies that only use unsupervised or reinforcement learning are not included because the reporting requirements should be different (no prediction model is developed)
• Studies that use machine learning to select predictors or process data are excluded because the algorithms are not used to develop the prediction model itself and hence many of the reporting items do not apply (eg, tuning)

Rationale
• These algorithms not considered machine learning are mostly regression-based or regression-like and do not learn the structure of the relationship between predictors and outcomes using the data. The implementation, reporting, and risks of bias in these algorithms should be similar to those in regression; the purpose of this review is to assess the reporting quality of machine learning algorithms that may be different or more challenging to report than regression or have different risks of bias

4. The research does not have human health application.
• Description
  • Examples are animal study, in vitro study, and research to increase the efficiency of a laboratory procedure

5. The application is not to provide a diagnosis, provide a prognosis, or identify candidates for health care interventions.
• Description
  • The prediction model must provide a diagnosis (predict whether a health condition is currently present, screen for a condition, or determine the subtype of a condition), provide a prognosis (predict future health status, outcome, or event), or identify patients who would be better candidates for a health care intervention
  • The prediction model developed must be intended for use in clinical practice either on publishing of the results or on further validation. Similarly, if the aims of the study are mostly etiological and not to develop an accurate prediction model, the study will be excluded
  • Additionally, the prediction model must directly provide a diagnosis or prognosis or identify candidates for health care interventions; models simply aiding humans to do so are excluded (eg, image contouring or segmentation). Models diagnosing image regions individually are included (eg, diagnosing lesions as benign or malignant)
  • The following types of studies will be excluded:
    • Studies that develop case definitions to identify individuals or events in health databases, which would be used for surveillance, quality improvement, or research and not for routine clinical care
    • Studies that develop prediction models to quantify a patient aspect that is not a health condition (eg, height)
    • Studies that develop prediction models to optimize the operation of health care technology or a procedure (eg, a prediction model to determine for which patients setting A should be set to X)

6. The paper is for a conference.
• Description
  • Papers published as part of a conference are excluded

7. The paper is not peer-reviewed.
8. The research is reported only in abstract, poster, or presentation form.
9. Full text cannot be found.
10. Full text is not available in English.
Data Extraction

Reporting Quality

Reporting quality will be assessed independently by 2 reviewers using a checklist developed in parallel with this review. This checklist includes content derived from existing reporting guidelines, textbooks, and consultations with machine learning experts; a Delphi procedure will not be used. We will then pilot the checklist for 5 studies and revise as needed. Checklist items will be specific to machine learning studies and will not overlap with non–machine learning reporting guidelines (ie, the checklist will be an extension to the TRIPOD checklist). We will not use the TRIPOD adherence assessment form [36] because we are focusing on the machine learning–specific reporting aspects; our review will evaluate these unique reporting items rather than provide a comprehensive reporting assessment of the 100 machine learning studies. This is because we expect the reporting completeness of the aspects not specific to machine learning to be similar to the reporting completeness found in prior reviews of the reporting quality of clinical prediction model studies [24,37,38].

In a draft of the checklist, we identified 4 key areas of study reporting that the checklist will focus on: modelling steps (order and data used for each step), model performance (eg, reporting the performance of each model compared), statistical methods (eg, describing the tuning approach), and presentation of models (eg, specifying the predictors that contributed to the final model). For the assessment of reporting quality, each item can receive 1 of 3 assessments: “reported,” “not reported,” (including incomplete reporting) and “not applicable.” Disagreements will be resolved by discussion and consensus or by consulting a third individual. Agreement on reporting quality assessment between the 2 reviewers will be measured by Cohen $\kappa$ coefficient for each item and will exclude the pilot of 5 articles.

Reviewers will make their assessments based on what is reported in the text, any supplementary appendices, and the text of any related studies (eg, by the same authors) that are referenced as providing more information on methods used. Reviewers will not contact study authors or look at statistical code to assess reporting quality. Well-reported studies should report these items clearly in words to make it easy for others to understand and critically assess the methods and results. While providing statistical code may be necessary to facilitate understanding and exactly replicate the approach used, in isolation it will not be regarded as sufficient to consider an item “reported.” If there is more than one outcome, analysis, or machine learning algorithm used in the study, reporting quality will be assessed for the primary analysis only. If the primary analysis is not clearly specified, the outcome, analysis, or algorithm mentioned first in the discussion section will be considered primary.

Quality Assessment (Risk of Bias)

While the focus of our review will be on reporting quality, we recognize that study quality (ie, risk of bias) may be associated with reporting quality. For this reason, risk of bias within our identified studies will be assessed using the Prediction Model Risk of Bias Assessment Tool (PROBAST) [39]. PROBAST was chosen because it is the only risk of bias tool designed for studies that develop clinical prediction models. Given that we will not have the clinical expertise and context to effectively evaluate prediction models that span multiple medical specialties, we will not assess the first 3 PROBAST domains (participants, predictors, and outcome). Our quality assessment will therefore be limited to the analysis domain within PROBAST. We will not use PROBAST signaling question 4.3 because it requires clinical context to assess or the signaling question 4.9 because it lacks relevance for machine learning studies. We will use a modified version of signaling question 4.8 to improve clarity for machine learning studies (adding the term “data leakage”). We will assign each study a low, high, or unclear risk of bias based on the analysis signaling questions. One reviewer will assess risk of bias using PROBAST’s published form [39], and a second reviewer will verify this information. Disagreements will be resolved by discussion and consensus or by consulting a third individual.

Other Data Extraction

In addition to reporting quality and risk of bias, we will extract general study characteristics, prediction model characteristics, tuning method, and internal validation procedures (Textbox 2). These will be extracted by 1 reviewer using a standardized data extraction form and verified by a second reviewer. Disagreements will be resolved by discussion and consensus or by consulting a third individual. We will contact study authors for further information where needed.
Textbox 2. Study characteristics to extract in addition to those for reporting quality and risk of bias.

1. General characteristics
   • First author’s last name
   • Year of publication
   • Title
   • Journal
   • Journal discipline (clinical, radiology, computer science or engineering, other)
   • Country of first author

2. Prediction model characteristics (if applicable, consider primary outcome or analysis only)
   • Type of outcome predicted (diagnosis of a condition, prognosis of a condition, identification of candidates for a health care intervention)
   • Type of data emphasized the most in the title and abstract (coded or structured data, imaging data or video, language [text, audio], genomic or other ‘omic data, signal [eg, electrocardiogram])
   • Sample size used for model development

3. Tuning methods (in primary analysis)
   • Were the data used to tune or were fixed or default tuning parameters used? (yes the data were used to tune, no, not mentioned, unclear—if no or not mentioned, the remaining tuning questions are not applicable)
   • Search method (grid, random, ad hoc, Bayesian optimization, gradient-based optimization, evolutionary optimization, other, unclear)

4. Internal validation procedures (in primary analysis)
   • Resampling method, if applicable (data split one or more times, k-fold crossvalidation [including repeated k-fold crossvalidation, leave-one-out crossvalidation], bootstrap, other, unclear)
   • Was there a holdout test set not used at any point in the training process? (yes, no, unclear)
   • Was nested crossvalidation (or crossvalidation) used in a manner as good as in a holdout test set? (yes, no, unclear)

5. Other methods
   • Machine learning algorithms used

Data Synthesis
The primary outcomes are the proportions of included studies that report each of the checklist items across the 4 domains: modelling steps, model performance, statistical methods, and presentation of models. The proportion of applicable items reported per study will also be described using median, first quartile, and third quartile. Items deemed not applicable will be excluded from the proportion denominators. All included studies will be analyzed. As this is a systematic review assessing reporting quality and not synthesizing the findings of individual studies, a meta-analysis will not be performed [35].

We will complete 1 subgroup analysis (objective 2); because of the small sample size, this will be considered exploratory. The proportion of applicable items reported per study will be described by journal discipline (4 categories: clinical, radiology, computer science or engineering, and other). We hypothesize that articles in computer science and engineering journals will report machine learning methods and results more completely, especially the tuning approach.

Ninety-five percent CIs will be reported, including binomial exact CIs for proportions. With 100 included studies, the binomial exact CI widths will be a maximum of 0.20 (at a proportion of 0.5) and a width of 0.18 at a proportion of 0.25, assuming the item is applicable to all studies. One hypothesis test, a Kruskal-Wallis rank sum test, will be performed to determine whether there are differences between the journal disciplines in terms of the proportion of applicable items reported per study. R (version 3.6.2; R Foundation for Statistical Computing) will be used for all analyses [40]. All data collected and code used for this review will be made public via a data repository.

Results
We completed data analysis in August 2021 and are writing the manuscript. We expect to submit the results to a peer-reviewed journal in early 2022.

Discussion
Despite the growing use of machine learning for clinical prediction, there is little understanding of the completeness of reporting in these studies, especially reporting aspects unique to machine learning. This review will identify common reporting deficiencies in these areas in 100 recently published studies. Dissemination of these findings to researchers developing machine learning models will increase awareness and the importance of these deficiencies and consequently improve
reporting completeness. The novel checklist that is an extension to TRIPOD will also provide an easy way for researchers to improve reporting and allow peer reviewers and editors to assess reporting completeness prior to publication.

We will examine whether reporting quality differs by journal discipline in a subgroup analysis. Results from this secondary objective may highlight key differences in reporting across disciplines and facilitate targeted dissemination or educational activities for disciplines where reporting quality is poor. We will also document the machine learning algorithms currently used in the literature and the accompanying tuning methods and internal validation procedures. Future studies may be able to use this information to identify and improve areas where less preferred approaches (eg, those introducing biases or reducing performance) are often used.

Based on the results of previous reviews on reporting quality [12-14,16,17], we expect to find overall poor reporting quality in our review and possibly a high percentage of studies with high risk of bias. However, we will identify areas where reporting is generally complete and areas where it is lacking in order to improve reporting in this field. Until TRIPOD-Artificial Intelligence [20] is published, the checklist we developed for this review will be the most comprehensive tool available to assess reporting quality of methodological aspects unique to clinical prediction studies that use machine learning. We hope that the checklist we developed and the understanding we gain of areas where reporting is poor will aid the development of TRIPOD-Artificial Intelligence [30].

This review has several strengths. It is the first review to assess the reporting quality of machine learning–specific aspects in published clinical prediction studies that use machine learning. The reporting checklist developed for this review is also novel and focuses on items particularly relevant to models developed using machine learning and not simply on items close to the well-known TRIPOD items [23]. However, this study also has some limitations. First, this review will focus on reporting and will not assess whether the machine learning techniques employed are in line with preferred methodological practices or might introduce bias or reduce performance. The review will only assess risk of bias using the PROBAST analysis domain, which is not specific to machine learning approaches. Second, we chose not to use the more robust Delphi procedure to develop the checklist but chose a smaller and expedited expert consultation. Third, the fixed sample size of 100 studies is relatively small and some estimates of reporting quality, especially in the subgroup analysis, will be imprecise. Fourth, the included studies are likely to be very heterogeneous, especially in terms of the types of machine learning ('omics to computer vision) and disciplines, which will result in differences in conventions and terminology. This will make it more difficult to assess reporting completeness and may challenge the idea that a single reporting checklist can apply across heterogeneous uses of machine learning for clinical prediction. Findings from this review will help determine if certain types of machine learning may require separate or additional reporting checklists. Fifth, assigning journals to discipline categories requires arbitrary determination, but we believe that our comparison of reporting by discipline remains useful. Finally, it is possible that the search strategy is biased toward better reported studies (ie, studies that use method terms in their abstracts). We have tried to mitigate such bias by keeping our search terms broad.

The use of machine learning in the setting of clinical prediction is growing rapidly, but there is evidence (albeit limited) that the reporting of machine learning–specific aspects within these studies is poor. This is the first review to assess the reporting of these aspects and enable measurement of current reporting completeness and identification of areas where reporting is lacking. Both the identification of these areas and the novel checklist developed for the review will contribute to more standardized and complete reporting in this field.
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Abstract

Background: Physiotherapy can include both device-guided slow breathing (DGSB) and nondevice-guided slow breathing (NDGSB) in the treatment of systemic arterial hypertension.

Objective: The aim of this study is to summarize the effects of DGSB on blood pressure levels of patients with hypertension based on the published literature to date.

Methods: A systematic search of all published randomized controlled trials (RCTs) on the effects of device-guided and nondevice-guided slow breathing in patients with hypertension, without language restriction, was carried out up to a publication date of January 2020 in nine databases: PubMed/MEDLINE, Latin American and Caribbean Health Sciences Literature (LILACS), EMBASE, CENTRAL (Cochrane Central Register of Controlled Trials), Physiotherapy Evidence Database (PEDro), CINAHL (Cumulative Index to Nursing and Allied Health Literature), Scopus, Web of Science, and Livivo. Clinical trial records databases (ClinicalTrials.gov), and bases for the open gray literature, including Gray Literature Report and ProQuest Central (Citation, Abstract or Indexing, and Dissertations and Theses), were also searched for potentially eligible RCTs. The quality assessment of the included studies will be performed using the Cochrane Risk of Bias Tool for Randomized Trials. The overall quality of the evidence for each outcome will be assessed using the GRADE (Grading of Recommendations, Development and Evaluation) system.

Results: As of December 2021, the review was completed and all data from continuous variables referring to blood pressure values (mmHg) were synthesized.

Conclusions: This systematic review will provide a summary of the current evidence on the effects of both DGSB and NDGSB on blood pressure levels. This information can contribute to decision-making by health professionals related to the use of these interventions in patients with hypertension.

Trial Registration: PROSPERO (Prospective International Register of Systematic Reviews) CRD42020147554; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=147554

International Registered Report Identifier (IRRID): RR1-10.2196/33579

DOI: 10.2196/33579

(JMIR Res Protoc 2022;11(3):e33579)
Introduction

Hypertension is a multifactorial chronic disease, and is the main risk factor for the development of cardiovascular diseases and chronic kidney disease. Hypertension affects 32% of adults and more than 60% of the elderly, being responsible for half of the deaths from cardiovascular disease (CVD) in Brazil [1]. In addition, the complications of hypertension can lead to decreased work productivity and family income [1,2]. In high-income countries such as Canada, the hypertension prevalence has declined; in middle-income countries such as those of Latin America, Asia, the Middle East, and North Africa, detection and treatment hypertension have enhanced, whereas low detection and treatment rates persist in the poorest nations such as those of sub-Saharan Africa and Oceania [1,3,4].

Considering the high prevalences rates, the treatment of hypertension is necessary, not only to reduce blood pressure levels but also to prevent the development of CVD, cerebrovascular diseases, and kidney diseases. This treatment can be medication, which will be determined according to the blood pressure values obtained either in medical consultations or at home; cardiovascular risk factors; and the presence of target organ damage identified during anamnesis. Nonpharmacological treatment has also been shown to be effective in reducing blood pressure levels in patients with hypertension [1-4], including body weight control, the establishment of healthy eating habits (specifically reducing salt consumption), alcohol consumption control, smoking cessation, stress control, aerobic and isometric physical exercises, and slow breathing with or without device guide [1-4].

The physiotherapy prescription for the treatment of hypertension may include both exercise and device-guided slow breathing (DGSB) or nondevice-guided slow breathing (NDGSB). These breathing exercises consist of slow and deep breathing with 6 to 10 breaths per minute, and can be performed with or without a guiding device. Isometric exercises have been shown to be effective in reducing blood pressure levels, along with aerobic and dynamic exercises [4-6]. However, the application of DGSB remains controversial. Since DGSB activates cardiac and pulmonary stretching receptors, decreases sympathetic activity, and increases parasympathetic activity and vagal tone, thus changing the heart rate and blood pressure, it would be clinically sound to consider that it would reduce blood pressure levels. With blood pressure reduction, there is an increase in baroreflex sensitivity, which promotes improvements in the autonomic balance of patients with hypertension [7].

The American Heart Association reported that there is no strong evidence on the effectiveness of DGSB, whereas the 8th Brazilian Hypertension Guidelines reported a IIa degree of recommendation, level of evidence A [1,4]. A review [8] indicated that there is currently insufficient evidence of data to recommend the routine use of DGSB in patients with hypertension, even though this device has been cleared by the US Food and Drug Administration and the UK National Health Service. In their review, Cernes et al [9] stated that DGSB, as long as it is monitored by a health professional, can be recommended for patients with hypertension who cannot obtain full control of their blood pressure with drug treatment or cannot tolerate the side effects of treatment. Barros et al [10] performed a controlled clinical study with 15 individuals in the control group and 17 in the experimental group, who practiced DGSB for 15 to 20 minutes a day, with 6 to 10 breaths per minute, and concluded that DGSB, in the long term, did not reduce blood pressure values, catecholamine levels, or muscle sympathetic nerve activity in patients with hypertension. However, the use of DGSB was indicated in the 7th Brazilian Hypertension Guidelines [11].

Recommendations for the use of DGSB or NDGSB in clinical practice should be guided by a systematic, high-quality literature review. Recently, Chaddha et al [12] published a review that fulfills this requirement, which compared DGSB to NDGSB (pranayama) for 4 weeks in patients with prehypertension and hypertension. The review included 17 studies, with systolic blood pressure reported in 1017 subjects and diastolic blood pressure reported in 964 subjects. Although interesting, this review did not specifically include patients with hypertension and exclusively compared DGSB to pranayama. Therefore, a systematic review of the antihypertensive effects of DGSB or NDGSB applied by physical therapists is necessary to provide the best evidence available to clinical physical therapists and patients with hypertension. In addition, it is also important to summarize the evidence on the effectiveness of DGSB or NDGSB compared to usual care.

Accordingly, the aim of this systematic review and meta-analysis is to summarize the effects of DGSB on blood pressure levels of patients with hypertension compared with control conditions (such as minimal intervention, usual care, placebo, and no treatment), other interventions (NDGSB), and when used as an adjunct to other treatments (medication). Thus, the research question for this systematic review of randomized controlled trials (RCTs) is: What are the effects of the prolonged use of device-guided or nondevice-guided slow breathing compared to usual care on the blood pressure values of patients with hypertension?

Methods

Study Design

The design of this systematic review is inspired by the recommendations of the Cochrane Handbook of Systematic Reviews [13] and the PRISMA (Preferred Reporting Items for Systematic Review and Meta-Analysis) guidelines [14].

The articles were selected based on inclusion criteria according to the type of study, participants, and intervention.
Inclusion Criteria

Types of Studies

RCTs published up to January 2020 were included in this systematic review, without language or year of publication restrictions.

Types of Participants

Studies including patients with hypertension, with or without comorbidity, who were over 18 years old, of both sexes, and with or without antihypertensive medication treatment were included for review.

Types of Interventions

Interventions considered had to involve DGSB and NDGSB compared to control conditions (such as minimal intervention, usual care, placebo, and no treatment) and interventions as an adjunct to other treatments (medication). Any dosage of device-guided breathing treatment was accepted. Regarding the follow-up time, studies with a duration of a minimum of 8 weeks were considered.

Exclusion Criteria

RCTs that also used other interventions along with DGSB/NDGSB, such as physical activity (aerobic exercises, Tai Chi, resistance training, and isometric exercises); salt reduction and salt substitution; stress control (meditation, Qigong, yoga, progressive muscle and reduction programs for attention-based stress disorders); dietary interventions, including a dietary approach to stop hypertension, low-carbohydrate diet, Mediterranean diet, high-protein diet, low-fat diet, vegetarian diet, paleolithic diet, and low index glycemic/load; and lifestyle interventions (comprehensive lifestyle modification, smoking cessation, alcohol restriction, sleep, home heating, and weight loss) were excluded since it was not possible to identify the specific effect of DGSB/NDGSB in such studies.

Outcome Measures

The primary outcome was the systolic blood pressure and diastolic blood pressure values (measured at home, in the office, or by ambulatory blood pressure monitoring), expressed in mmHg, measured after the interventions, as well as their variations. The secondary outcome was a reduction in the quantity/dosage of drugs administered to control hypertension, if relevant.

Identification and Selection of Studies

A systematic search of all published RCTs on the effects of device and nondevice-guided slow breathing in patients with hypertension, without language restriction, was carried out until January 2020 in nine databases: Pubmed/MEDLINE, Latin American and Caribbean Health Sciences Literature (LILACS), EMBASE, CENTRAL (Cochrane Central Register of Controlled Trials), Physiotherapy Evidence Database (PEDro), CINAHL (Cumulative Index to Nursing and Allied Health Literature), Scopus, Web of Science, and Livivo. Clinical trial record databases (ClinicalTrials.gov), and sites for the open grey literature, such as Gray Literature Report and ProQuest Central (Citation, Abstract or Indexing, and Dissertations and Theses), were also searched. Completed and ongoing RCTs were searched up to January 2020 and, when possible, only peer-review papers were included, because the grey literature was also searched.

Search Strategy

An example of the search strategy used in PubMed/MEDLINE is shown in Textbox 1.

Two reviewers independently analyzed all titles and abstracts retrieved with the search. When there was agreement on a particular record, the full text was analyzed by both reviewers, according to the eligibility criteria. In the presence of disagreement between the reviewers, a third reviewer was convened. When additional information was needed, the authors of the potentially eligible studies were contacted.


Hypertension [Mesh: NoExp], hypertensi*, high blood pressure, high blood pressures, blood pressure [Mesh], blood pressure, arterial pressures, arterial tension, arterial tensions, Arterial Pressure [Mesh], Arterial pressure, arterial blood pressure, arterial blood pressures, elevated blood pressure, acute hypertension, arterial hypertension, cardiovascular hypertension, controlled hypertension, hypertensive disease, systemic hypertension, increased blood pressure, artery blood pressure, artery pressure, systemic arterial pressure, systemic artery pressure, Hypertension [Mesh: NoExp] OR hypertensi* OR high blood pressure OR high blood pressures OR blood pressure [Mesh] OR blood pressure OR arterial pressures OR arterial tension OR arterial tensions OR Arterial Pressure [Mesh] OR Arterial pressure OR arterial blood pressure OR arterial blood pressures OR elevated blood pressure OR acute hypertension OR arterial hypertension OR cardiovascular hypertension OR controlled hypertension OR hypertensive disease OR systemic hypertension OR increased blood pressure OR artery blood pressure OR artery pressure OR systemic arterial pressure OR systemic artery pressure, Breathing Exercises [Mesh: NoExp], breathing exercises, respiratory muscle training, device-guided breathing, loaded breathing, slow breathing exercises, paced breathing, controlled breathing, breathing exercise, breathing therapy, chest physical therapy, chest physiotherapy, respiration exercise, respiration therapy, respiratory exercise, respiratory physiotherapy, deep inspiration, deep respiration, deep breathing, Breathing Exercises [Mesh: NoExp] OR breathing exercises OR respiratory muscle training OR device-guided breathing OR loaded breathing OR slow breathing exercises OR paced breathing OR controlled breathing OR breathing exercise OR breathing therapy OR chest physical therapy OR chest physiotherapy OR respiration exercise OR respiration therapy OR respiratory exercise OR respiratory physiotherapy OR deep inspiration OR deep respiration OR deep breathing, Hypertension [Mesh: NoExp] OR hypertensi* OR high blood pressure OR high blood pressures OR blood pressure [Mesh] OR blood pressure OR arterial pressures OR arterial tension OR arterial tensions OR Arterial Pressure [Mesh] OR Arterial pressure OR arterial blood pressure OR arterial blood pressures OR elevated blood pressure OR acute hypertension OR arterial hypertension OR cardiovascular hypertension OR controlled hypertension OR hypertensive disease OR systemic hypertension OR increased blood pressure OR artery blood pressure OR artery pressure OR systemic arterial pressure OR systemic artery pressure AND Breathing Exercises [Mesh: NoExp] OR breathing exercises OR respiratory muscle training OR device-guided breathing OR loaded breathing OR slow breathing exercises OR paced breathing OR controlled breathing OR breathing exercise OR breathing therapy OR chest physical therapy OR chest physiotherapy OR respiration exercise OR respiration therapy OR respiratory exercise OR respiratory physiotherapy OR deep inspiration OR deep respiration OR deep breathing OR deep breathing.
Two reviewers independently extracted the following data from the included trials: author, publication date, country of publication, study type, sample size, participant characteristics (age, gender), use or not of antihypertensive medications, presence of comorbidities, categories of blood pressure, details of intervention (type of device used in the DGSB, whether DGSB was performed with or without load, how the NDGSB was performed, breaths per minute for DGSB and NDGSB, time of use of the device per day and for how many months), details for blood pressure measurement (device used, type of measurement [home or office], and protocol used for measurement, including preparation), and outcome measures (systolic and diastolic blood pressure). A third reviewer was called in case of disagreement. When necessary, the authors of RCTs included were contacted to provide additional information.

Assessment of Study Characteristics
The quality assessment of the included studies was conducted using the Cochrane Risk of Bias Tool for Randomized Trials (RoB2) [15], which includes a randomization process, deviations from the intended interventions, conflicting result data, result measurement, selection of the reported result, and general biases. The same two reviewers performed an independent assessment. Disagreements between reviewers were resolved by discussion and, if necessary, the opinion of a third reviewer was requested. The same two reviewers performed data extraction, using standardized forms regarding the methodological characteristics of the studies, interventions, and results. Disagreements were again resolved by discussion and, if necessary, the opinion of a third reviewer was requested.

Data Analysis
All data from continuous variables referring to blood pressure values (mmHg) will be synthesized according to the mean difference and respective 95% CIs. Standard deviations were also extracted from the studies for analysis. The effects of interventions on blood pressure values will be analyzed separately. The data will be evaluated according to the type of intervention (DGSB or NDGSB); however, only studies lasting at least 8 weeks will be considered for meta-analysis (results evaluated after 8 weeks of randomization). Results where there was an intention-to-treat analysis will be used whenever possible.

The presence of statistical heterogeneity between RCTs will be assessed using the $I^2$ statistic. The quality of the evidence will be considered inconsistent if considerable heterogeneity between the groups ($I^2>$50%) is observed. When sufficient evidence is available, a funnel graph will be used to investigate possible publication bias.

Data Synthesis
The overall quality of the evidence for each outcome will be assessed using the GRADE (Grading of Recommendations, Development and Evaluation) [16] system, regardless of whether or not the information is sufficient to summarize the data in a quantitative analysis. The following five factors will be considered when classifying the quality of the evidence: risk of bias (>25% of the RCTs included in the comparison are classified as having a high risk of bias), indirectness ($I^2>$50%), inconsistency (>50% of participants were not related to the target audience trial), imprecision (<400 participants in the comparison for continuous outcomes), and publication bias (assessed using a funnel plot when >10 trials are in the same comparison). For each factor not met, the quality of the evidence is reduced by one level (from high to moderate, low, or very low). Single trial comparisons (<400 participants for continuous results) were found to be inconsistent and inaccurate, providing “low quality evidence,” which could be downgraded to “very low quality evidence” if limitations are identified in relation to the risk of bias [16].

The quality of the evidence will be categorized as follows: the evidence is of high quality if the results are consistent in ≥75% of the participants, with a low risk of bias, without publication bias, and with consistent direct and accurate data; further research is unlikely to alter the estimate or confidence in such results. The evidence will be considered to be of moderate quality when one of the five classification factors above is met; further research can alter the estimated effect and impact confidence in the effect in this case. The evidence will be considered to be of poor quality when two of the five classification factors are not met. In this situation, future research is likely to alter the estimated effect and have a significant impact on confidence in the effect. The evidence will be considered to be of very low quality when three of the five classification factors are not met, as any estimate of effect is uncertain in this case [16].

Results
As of December 2021, the review is complete and all data from continuous variables referring to blood pressure values (in mmHg) have been synthesized.

Discussion
This systematic review aims to provide the best available evidence on the effectiveness of DGSB or NDGSB in patients with hypertension, as well as whether DGSB/NDGSB allows for a reduction in the amount/dosage of antihypertensive medication administration. All recommendations in the Cochrane Manual of Systematic Reviews will be followed to ensure that the review is of high quality. It is believed that the results of this systematic review will be important because both DGSB and NDGSB are accessible and can be performed even at home, as long as the use is prescribed and guided by a physical therapist.

In addition, this review is the first to assess NDGSB unrelated to the effect of pranayama on the blood pressure of patients with hypertension, since this type of intervention is routinely used in a physiotherapist’s clinical practice, following a completely different method from that adopted in yoga. Therefore, this evidence will inform health care professionals and patients about the potential benefits of this intervention. This review may also identify gaps in the literature that can be addressed in future studies.
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Abstract

Background: Preexposure prophylaxis (PrEP) is a promising biomedical intervention for HIV prevention. Researchers have proposed the PrEP care continuum to guide and evaluate PrEP implementation programs. Technology-based interventions (TBIs) have been widely used in HIV prevention and treatment programs, including for the promotion of the PrEP care continuum. The rapid development of new interventions using technology and electronic health methods emphasizes the need for a review of the effectiveness of these TBIs.

Objective: The aim of this systematic review is to summarize the effectiveness and acceptability of TBIs used to promote the HIV PrEP care continuum.

Methods: We will conduct a systematic literature search in PubMed, Embase, MEDLINE, PsycINFO, Web of Science, CINAHL, and the Cochrane Central Register of Controlled Trials following PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. Only intervention studies (ie, studies meeting the criteria of randomized controlled trials or quasi-experimental studies) evaluating the effectiveness of TBIs will be included. We will search the National Institutes of Health Research Portfolio Online Reporting Tools (NIH RePORT) for interventions involving PrEP. At least 2 reviewers will independently screen and select the studies, extract the data, and evaluate the quality of the studies, and discrepancies will be resolved by a senior author. We will provide a narrative synthesis of the included studies and present details about the study populations, interventions, and PrEP-related outcomes of significance.

Results: The protocol was registered in the International Prospective Register of Systematic Reviews (PROSPERO; CRD42021249562). As of August 2021, we have completed the initial search and identified 1213 records. Study screening and data extracting are in progress. We expect the results to be ready by summer 2022.

Conclusions: The findings of this review will summarize successful experiences and lessons learned from the existing literature and therefore inform the design and implementation of intervention studies for PrEP care promotion.

Trial Registration: PROSPERO CRD42021249562; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=249562
International Registered Report Identifier (IRRID): DERR1-10.2196/33045

(JMIR Res Protoc 2022;11(3):e33045) doi:10.2196/33045
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Introduction

The efficacy and safety of preexposure prophylaxis (PrEP) for HIV prevention has been demonstrated through clinical trials among a range of at-risk populations, including men who have sex with men (MSM), people who inject drugs, and other high-risk populations [1-3]. The biomedical approach of daily oral antiretroviral medication is highly effective for preventing HIV when taken as prescribed [4,5]. To better facilitate the scale-up of PrEP and measure implementation progress, researchers proposed the PrEP care continuum (or PrEP care cascade, hereafter referred to as the PrEP continuum). Kelley et al [6] proposed a PrEP continuum framework to achieve protection for MSM that includes the following components: (1) at-risk MSM, (2) an awareness of and willingness to take PrEP, (3) access to health care, (4) a prescription for PrEP, and (5) adherence to effective PrEP. Nunn et al [7] expanded this framework as follows and included the additional step of retaining patients in PrEP care: (1) identifying individuals at highest risk for contracting HIV, (2) increasing HIV risk awareness among those individuals, (3) enhancing PrEP awareness, (4) facilitating PrEP access, (5) linking to PrEP care, (6) prescribing PrEP, (7) initiating PrEP, (8) adhering to PrEP, and (9) retaining individuals in PrEP care. Each step of the continuum represents a critical point for interventions, which can substantially increase the overall PrEP effectiveness at a population level. These frameworks guide researchers and practitioners to measure PrEP outcomes, and there are increasing numbers of published studies using the PrEP continuum to design and evaluate interventions to promote PrEP implementation worldwide [8-10].

In the past decade, electronic health and mobile health technologies, collectively referred to as technology-based interventions (TBIs), have seen exponential growth in the field of health care and health promotion. Examples of TBIs include disseminating health information on popular social media platforms, monitoring sleep duration and quality on wearable devices, sending push notifications to patients’ devices to support medication adherence, and using web-based chatrooms and meeting platforms for remote counseling [11]. These TBIs have several key features and functions that provide them with advantages over traditional health promotion interventions and programs, including their ability to reach a broader range of communities and individuals across diverse contexts, provide consistent services without the limitation of physical distance, and potentially be cost-effective and widely scalable once developed and adapted. Previous evaluation studies and meta-analyses have demonstrated and verified the effectiveness of such TBIs for supporting health behavior changes and disease management in several cases, including cardiovascular disease [12], diabetes [13], medication adherence [14], mental health, physical health [15], and sexual health including HIV and sexually transmitted infection prevention and care [16].

Compared to traditional HIV prevention interventions, TBIs can facilitate large-scale information dissemination and can effectively deliver just-in-time services and feedback to at-risk populations including MSM and people who inject drugs [17-19]. A recently published systematic review of TBIs related to HIV prevention and care cataloged published studies and other funded projects between 2014 and 2018 and found that there was a growing trend of TBIs and funded studies targeting various points on the HIV prevention and care continua with a substantial emphasis on education and behavior changes; however, there were no TBIs aiming to promote PrEP adherence and persistence [20]. From a nonsystematic review of various technologies used in HIV testing research, Romero et al [21] also noted that TBIs have the ability to increase outreach and HIV self-testing. To date, there is only one published review of TBIs involving PrEP; this review summarizes several telehealth programs aiming to improve PrEP availability, uptake, and adherence [22]. However, this review had some limitations. First, it is not clear whether it followed a systematic review guideline, and the authors only focused on telehealth approaches. Therefore, the results may not apply to all TBIs involving PrEP. In addition, similar to Maloney’s review [20], their analyses did not summarize the efficacy of each intervention and specifically evaluate which features of the interventions influenced each step of the PrEP continuum [22]. Finally, there was a lack of summary and evaluation on whether the TBIs were designed with guidance from a theoretical framework. In addition, little is known about the acceptability of and user experience associated with these TBIs and whether the interventions were scaled up and used in the real world after the completion of the study.

These considerations suggest the need for a comprehensive and rigorous review of the state of the science regarding TBIs and PrEP implementation. Therefore, the objectives of this systematic review are to (1) describe the use of TBIs in promoting steps along the PrEP continuum by population studied, (2) summarize the theoretical frameworks that have been used to inform and design the interventions, (3) summarize the evidence on and effectiveness of promoting steps along the PrEP continuum using the interventions, and (4) describe the acceptability of the TBIs among users, user experiences, and the sustainability of the intervention after study completion.

Methods

Protocol Registration and Design

This review was designed and reported in accordance with PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [23,24]. A protocol outlining the review methods was registered in the International Prospective Register of Systematic Reviews (PROSPERO; CRD42021249562).

Search Strategy

A systematic literature search was conducted using the following databases: PubMed, Embase, MEDLINE, PsycINFO, Web of Science, CINAHL, and the Cochrane Central Register of Controlled Trials. The search strategies were developed in consultation with a health science librarian and in accordance with previous reviews on similar topics [20,25]. The search terms were created using a combination of Medical Subject Headings, keywords, and phrases, including “PrEP” or “pre-exposure prophylaxis” in combination with, but not limited to, any of the following: “eHealth”, “mHealth”, “smartphone”, "pre-exposure prophylaxis" in combination with, but not limited to, any of the following: “eHealth”, “mHealth”, “smartphone”,...
“mobile phone”, “mobile application”, “app”, “internet”, “text messages”, “social media”, “dating app”, “wearable device”, “website”, and “technology”. A manual search will be conducted using the reference lists of included publications and using Google Scholar to find other relevant studies. In addition, we will search the National Institutes of Health Research Portfolio Online Reporting Tools (NIH RePORT) for interventions still underway and contact the principal investigators for a basic summary of the interventions. Multimedia Appendix 1 provides details of the search strategy and terms used.

**Eligibility Criteria**

We will include published records of intervention studies (eg, randomized trials and quasi-experimental studies) that compare outcomes for individuals who participated in the TBI to any control group. As PrEP was first approved by the US Food and Drug Administration for HIV prevention in 2012, we used this year for the start of the search. We will exclude articles published in languages other than English and those that did not have a PrEP-related outcome as one of the primary outcomes. Study protocols and reports of ongoing trials will also be excluded. We will only include studies with original data; therefore, nonempirical studies such as letters, perspectives, and editorials will not be included.

**Study Population**

There are no restrictions on the sociodemographic characteristics of the study participants in the intervention studies.

**Interventions**

To date, there is no consensus on the definition of TBIs and what interventions fall under this category. We first created a list of TBIs and their features based on the extant literature and iteratively refined this list based on a review of the included studies. Given the broad definition, we included studies in which an intervention used information technology for service delivery to facilitate one or multiple steps of the PrEP continuum. These interventions include, but were not limited to, mobile apps, social media, web-based products, SMS text messaging, web-based chatrooms and quizzes, push notifications, and interactive geolocation maps.

**Outcomes**

The included studies must report at least one PrEP-related outcome. Although the previous PrEP continuum consists of multiple steps, this review will primarily focus on PrEP awareness, willingness to take PrEP, PrEP uptake, and PrEP adherence [8,10]. Although these broad definitions were summarized from the existing literature, we will extract how each study defined and measured these outcomes. Generally, PrEP awareness will be defined as having heard of PrEP and having accurate knowledge of PrEP efficacy for HIV prevention. Willingness to use PrEP is the hypothetical willingness and perceived acceptability of using PrEP in the future. PrEP uptake is the initiation and actual use of PrEP among the study participants. Although alternative PrEP options, such as long-acting injectable PrEP, are under development, this review will only focus on oral PrEP (Truvada, Descovy, and generics [26]). PrEP adherence is the level of medication adherence sufficient for the prevention of HIV acquisition. We will consider both daily and “on-demand” dosing (taking PrEP only when individuals are at risk for getting HIV is known as on-demand PrEP, or the “2-1-1 schedule,” which means taking 2 pills between 2 and 24 hours before sexual intercourse, 1 pill 24 hours after the first dose, and 1 pill 24 hours after the second dose [27]) if the articles clearly demonstrated how adherence was defined and measured in their studies. This could include self-reported days of missing the pills in the months prior to the study or lab results of tenofovir-diphosphate concentrations in dried blood spot samples [28]. All PrEP-related outcomes must be assessed and reported quantitatively (eg, using rates, percentages, or odds ratios).

Secondary outcomes include users’ experiences, acceptability of the TBI, and satisfaction rates. User acceptability and satisfaction can be assessed using multiple methods, including exit interviews or standardized questionnaires or scales, including the Computer Usability Satisfaction Questionnaire [29] and the Health Information Technology Usability Evaluation Scale [30].

**Study Selection and Screening**

We will import all the search records to Covidence (Veritas Health Innovation Ltd), a software that automatically removes duplicate studies. The remaining studies will be screened under blinded conditions by at least 2 independent reviewers. Article titles and abstracts will first be screened for eligibility, and any studies that meet the eligibility criteria or those that the reviewers cannot decide to include or exclude will progress to the full-text review. Next, 2 independent reviewers (CH and another reviewer) will screen the full texts of the articles to determine whether they will be included in the review and data extraction. The results of each step will be compared, and any inconsistency or conflict will be resolved through discussion or arbitration from a senior author (IWH) until a consensus is reached.

**Data Extraction and Analysis**

A standardized data extraction form will be created to enter the data from the included articles. A total of 2 reviewers will extract the data independently (CH and another reviewer), and the results will be compared and discussed until a consensus is reached. For each selected article, we will record the general study characteristics and intervention-specific data. Study characteristics include study authors, year of publication, study location, participants’ sociodemographic characteristics, study design, recruitment methods, and sample size. Intervention-specific data include the name of the study and a brief description of the intervention, study design, type of technology used for the intervention (eg, internet or social media), theoretical framework used to guide the intervention design (if applicable), comparator used, PrEP continuum domain that the study aimed to improve, and quantitative data on the comparisons between the intervention and the control group (eg, changes in percentages, rates, and odds ratios). Information on whether the intervention continued to be implemented after the study completion will be extracted from the included studies. The reviewer (CH) will contact the corresponding authors for clarification and further information where study details are missing or unclear. The studies will be categorized and grouped...
according to the type of intervention and the PrEP continuum domain that was targeted.

**Risk of Bias Assessment**

The quality of the studies will be assessed using the Cochrane Risk of Bias Tool for randomized controlled trials [31]. The domains being assessed include random sequence generation, allocation concealment, blinding of participants, blinding of personnel, binding of outcome assessment, incomplete outcome data, selective reporting, and other sources of bias. All included studies will be scored as having a low, high, or unclear risk of bias.

**Results**

As of August 2021, we have completed the preliminary searches on the databases previously listed. A total of 1213 records were identified. Eligibility screening and data extraction are ongoing. It is anticipated that the final review will be completed and submitted for publication in summer 2022.

**Discussion**

The emergence of TBIs in public health research has created opportunities for health promotion and disease prevention. A growing number of intervention studies have investigated the effect of TBIs in supporting the PrEP continuum among various at-risk populations. This systematic review will provide an overview of these TBIs and describe the evidence supporting their use and their efficacy. The review will highlight which kind of interventions have been implemented and which PrEP continuum step(s) are primarily targeted. Furthermore, this review will be the first to summarize the theoretical frameworks used for informing TBI design. The findings of this review will summarize successful experiences and lessons learned from published literature, conference abstracts, NIH RePORT, and unpublished data. The findings will also inform the design and implementation of future studies on PrEP care promotion.
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Digital Health Intervention Design and Deployment for Engaging Demographic Groups Likely to Be Affected by the Digital Divide: Protocol for a Systematic Scoping Review

Abstract

Background: Digital health interventions refer to interventions designed to support health-related knowledge transfer and are delivered via digital technologies, such as mobile apps. Digital health interventions are a double-edged sword: they have the potential to reduce health inequalities, for example, by making treatments available remotely to rural populations underserved by health care facilities or by helping to overcome language barriers via in-app translation services; however, if not designed and deployed with care, digital health interventions also have the potential to increase health inequalities and exacerbate the effects of the digital divide.

Objective: The aim of this study is to review ways to mitigate the digital divide through digital health intervention design, deployment, and engagement mechanisms sensitive to the needs of digitally excluded populations.

Methods: This protocol outlines the procedure for a systematic scoping review that follows the methodology recommended by the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews) guidance. The following databases will be searched for primary research studies published in English from October 1, 2011, to October 1, 2021: Cochrane Library, Epistemonikos, NICE Evidence, PROSPERO, PubMed (with MEDLINE and Europe PMC), and Trip. In addition, the following sources of gray literature will be searched: Conference Proceedings Citation Index, Health Management Information Consortium, International HTA Database, OpenGrey, The Grey Literature Report, Google Scholar Basic Search UK, MedNar Deep Web Search Engine, and Carrot2. We will select publications that meet the following inclusion criteria: primary research papers that evaluated digital health interventions that describe features of digital health intervention design and deployment that enable or hinder access to and engagement with digital health interventions by adults from demographic groups likely to be affected by the digital divide (e.g., older age, minority ethnic groups, lower income, and lower education level). A random selection of 25 publications identified from the search will be double screened by four reviewers. If there is >75% agreement for included/excluded publications, the team will continue to screen all the identified publications. For all included publications, study characteristics will be extracted by one author and checked for agreement by a second author, with any disagreements resolved by consensus among the study team. Consultation digital health intervention design and deployment, and digital health intervention users will also be conducted in parallel.

Results: The review is underway and is anticipated to be completed by September 2022.
Conclusions: The results will have implications for researchers and policy makers using digital health interventions for health improvement peripandemic and post pandemic, and will inform best practices in the design and delivery of digital health interventions.

International Registered Report Identifier (IRRID): PRR1-10.2196/32538

(JMIR Res Protoc 2022;11(3):e32538) doi:10.2196/32538
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Introduction

Background

The COVID-19 pandemic has accelerated widespread adoption of digital health interventions internationally. This rapid shift to digital delivery has laid bare the impact of pre-existing and emerging systemic health inequalities on communities most in need of accessible health care, specifically people from ethnic minority backgrounds, people from lower socioeconomic backgrounds, older people (aged ≥65), and people living with disabilities [1,2]. Belonging to one or more of these groups (intersectionality) is a risk factor for experiencing more severe illness and mortality [3]. These same groups are likely to make up a large proportion of people vulnerable to health inequalities regardless of initial illness severity [4].

Health inequalities have been defined as the systematic, avoidable and unfair differences in health outcomes that can be observed between populations, between social groups within the same population or as a gradient across a population ranked by social position” [5], but the term is also used for differences in access to health care, quality of care received, wider determinants of health such as housing and education, and opportunities to lead healthy lives, including differences in risky behaviors such as smoking [6]. The related term “health inequity” implies a normative judgement about the fairness or otherwise of these differences, “expressing a moral commitment to social justice,” as described by Kawachi et al [7]. For this review, we use the term health inequalities.

The digital divide—the gap between populations able to benefit from access to and use of health information and services online and populations unable to take up such opportunities—is a clear example of health inequality and exacerbates the inverse care law [8] such that digitally delivered health care runs the risk of excluding the people who could most benefit. This review seeks to address issues of social justice in the digital delivery of health care by providing a comprehensive overview of the literature on strategies to reduce the digital divide through the design and deployment aspects of digital health interventions.

The Digital Divide and Digital Health Literacy

Health literacy and digital literacy are both key determinants of health [9]. The term digital health literacy (also referred to as eHealth literacy) brings both literacies together to describe the degree to which individuals can access, understand, and apply digitally delivered health information and services to make informed decisions about their health. Importantly, digital health literacy extends beyond personal responsibility to encompass the responsibility of digital health systems and services to support and dynamically respond to the digital health literacy skills, and the confidence and motivation to develop such skills, in the populations they serve [10].

Digital health literacy competence fluctuates depending on context, but a clear link has been demonstrated between low digital health literacy and poor health outcomes [11]. The accelerated shift to digital health care to comply with social distancing measures arising from COVID-19 heightens the risk of poor health outcomes in digitally excluded groups and further complicates an already complex interplay between intersectionality and digital health literacy as a distributed, or outsourced, concept. For example, many older people may have the financial capital to afford digitally enabled devices and data plans but not the skills, motivation, or confidence to engage directly with such technology; instead, they may be reliant on their networks—family members, friends—to navigate digital health care on their behalf [12,13].

Digital health intervention design and deployment therefore need to be proportionate and prioritize those groups most affected by low digital health literacy on both individual and systemic levels via a two-pronged approach: first, to develop patients’ skills in accessing, understanding, and using digital health information and services, and second, to develop the digital health literacy responsiveness of the systems and health care professionals (HCPs) supporting digital health intervention deployment in practice. This review will have wider implications for research into digital health interventions and will address:

- The digital divide: How should digital health interventions be designed and deployed to mitigate the digital divide (eg, patient access to WiFi-enabled digital devices or subsidized data plans, the inclusiveness of recruitment methods for studies evaluating digital health interventions, strategies to increase uptake and use of a digital health intervention app by people from demographic groups likely to be affected by the digital divide, or the content of onboarding scripts used by HCPs when introducing patients to a digitally delivered health service)?
- Digital health literacy: How can app design and digital skills training be optimized to reduce digital health inequalities arising from low digital health literacy (eg, integration of user testing into the design process, readability of app content, gamification/social features to engage users, or support for HCPs to train as “digital health champions” as part of improving their own skills)?
Rationale for Conducting a Systematic Scoping Review

The decision to conduct a systematic scoping review rather than a systematic review is informed by the purpose of scoping reviews, which is to provide a comprehensive picture of the available evidence to guide further research. This purpose is of relevance to the study of digital health interventions because digital health intervention design and deployment is frequently captured in gray literature (eg, charity reports).

This review will be conducted using methods outlined by the Joanna Briggs Institute (JBI) Reviewers’ Manual [14] and will conform to the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews) [15]. The protocol for this review is based on the JBI framework by Peters et al [16] with further process updates from Levac et al [17] and is structured as follows: identification of the review aims and search questions, selection of evidence sources, charting of data extracted from the evidence sources, reporting of results, and consultation with stakeholders (including HCPs, digital health experts, and digital health intervention users). Results from this review will support decision-making when designing and deploying digital health interventions.

Review Question

The purpose of this systematic scoping review is to identify research that reports on the design and deployment of digital health interventions to reduce the digital divide and increase digital health literacy at macro- (national policy), meso- (national program), and micro- (localized or individual) levels [18]. It aims to do this by discovering peer-reviewed qualitative, quantitative, and mixed methods research, and gray literature relevant to mapping the contextual and process factors that enable or hinder engagement with digital health services by people vulnerable to the digital divide and individual or systemic low digital health literacy.

This review will seek to answer the review question, “What features of digital health intervention design and deployment enable or hinder engagement with digital health interventions by people from demographic groups likely to be affected by the digital divide?”

Health interventions are increasingly delivered through digital platforms, and it is important that they do not exacerbate or create health inequalities. Our hypothesis is that existing knowledge in the literature can inform our objective to find ways to bridge the digital divide and improve digital health literacy in underserved groups, for example, through digital health intervention design, development, and deployment.

Figure 1 outlines how this review will be conducted.

Figure 1. Systematic scoping review flow diagram. DHI: digital health intervention.

Methods

We will follow the methods recommended by the PRISMA-ScR framework [15].

Protocol Registration

At the time of writing, scoping reviews are ineligible for registration in PROSPERO. For transparency and to enable the systematic scoping review method outlined here to be repurposed for onward research, a summary of the protocol and any supplementary material will be registered with the Open Science Framework [19] and assigned a Digital Object Identifier (DOI) for long-term retrieval.

Eligibility Criteria

We will include primary research studies reporting on the design or deployment of digital health interventions that meet the following inclusion criteria.
Population
Adults from different demographic groups (defined based on gender, age, ethnicity, income, and education) in high-income and low-income countries.

Intervention
Digital health interventions are defined as any service intended to improve physical or mental health, or to promote health improvement through, for example, lifestyle change delivered digitally (formally or informally), such as via smartphone apps, social media, email, SMS text message, using wearable technologies, video games (eg, for motor or cognitive training), websites, or telehealth (eg, remote consultations) but excluding telemedicine if this consists solely of remote monitoring without any input from the patient [15].

Comparator
There may or may not be a comparator, depending on the study design.

Outcome
The primary outcome of interest is the capacity to mitigate the digital divide and increase digital health literacy either through the digital health intervention itself or its deployment. Health impact is not considered an outcome of interest for this review.

- “Mitigate the digital divide” refers to removing barriers to digital inclusion, for example, an intervention that provides free smartphones or tablets, or low-cost cellular data or WiFi for people with low incomes [10].
- “Increase digital health literacy” refers to digital skills development [9], either through the design of the digital health intervention or through programs to deploy the digital health intervention, resulting in higher levels or use or confidence in using the digital health interventions, measured either by interview or self-report (eg, the eHealth Literacy Scale questionnaire [20] or use data). Changes in these outcome measures suggest that both users and the health professionals administering the digital health intervention are confident in the use of digital resources for safe and sustainable self-management and to promote safe and sustainable self-management.

For the purposes of this review, gray literature covers conference abstracts and proceedings, white papers, and stakeholder reports (eg, by charities with an interest in digital literacy or who promote the health and well-being of people from different demographic groups) that enhance the contextual understanding of the field.

There will be no limitation by geography because lessons from low-income countries could inform strategies to reduce digital health inequities in high-income countries. We will report and interpret data within the context of the country where the study was based.

Limitations will be placed on user population and on study date. The user population will prioritize the marginalized demographics previously outlined; the study date will be limited to post-2011 (for preprint or publication) in recognition of the rapid change of pace in digital health intervention development

[21]. No limitations will be placed on the study design or publication status. However, we will limit included studies to those published in English.

Decisions on whether data should be included or excluded from further analysis will be guided by criteria that, in line with a systematic application of scoping review method [16], will be iteratively refined based on increasing familiarity with the literature under review.

The use of the term digital health intervention is a possible challenge as it covers a range of digital health technologies [22] and may contribute to an imbalance in this review that favors comprehensiveness over precision. This will be addressed by working closely with information specialists to peer review the preliminary search strategy in line with the PRESS (Peer Review of Electronic Search Strategies) procedure [23], ensuring a feasible and focused approach that is also flexible enough to be iteratively reworked in response to the results retrieved.

Evidence Sources

Reviews
A preliminary search for registered, preprint, or published systematic, scoping, and other review types will be conducted to pilot the search strategy, covering the following databases (via the Ovid interface, where applicable):

- Cochrane Library
- Epistemonikos
- NICE Evidence
- PROSPERO
- PubMed (with MEDLINE and Europe PMC)
- Trip

The preliminary search will provide keywords that can be incorporated into searches across evidence tiers below that of the gold standard represented by reviews. It will also serve to identify Medical Subject Headings (MeSH) and PubMed IDs, which can be inserted into the Yale MeSH Analyzer [24] to extract further MeSH and to identify keywords to capture preprints not yet indexed with MeSH. A cap of 100 review articles will be applied in cases where unfeasible amounts of hits are retrieved.

Model papers for citation “pearl-growing”—papers already identified as highly relevant to this review—will be mined for their keywords and applied as test cases for honing the search strategy. Vernacular search terms will be identified from hand searching, including reference list scanning, forward/backward citation snowballing, and table of contents scanning of relevant journals online, such as the Journal of Medical Internet Research and its sister journals.

Further sources for other tiers of evidence include:

- Databases of peer-reviewed primary research (qualitative, quantitative, mixed methods studies):
  - CINAHL
  - EMBASE
  - PsycINFO
  - OTseeker
  - PubMed
• Gray literature
  • Conference Proceedings Citation Index
  • Health Management Information Consortium
  • International HTA Database
  • OpenGrey
  • GreyNet
  • The Grey Literature Report

The Grey Literature Report [25], available up to 2016, is a key source of gray literature that, unusually, is indexed using MeSH. It may be helpful in providing alternative MeSH to feed back into the search strand for peer-reviewed literature.

Alongside database searching, web searching will be conducted systematically, to the extent that this is feasible given that web searching is vulnerable to changing web content and algorithms [26]. Search terms will be used consistently between database and web searching and screen captures of content, and where available, DOIs will be saved for transparency. Web searching will also support the discovery of human-computer interaction (HCI) literature, which is not reliably indexed in MEDLINE. Searching the HCI literature will be helpful for the provision of further perspectives on design challenges (eg, designing for people with low vision or motor impairments).

**Web Searching**

The following databases will be used for the web searching: Google Scholar Basic Search UK, with use of the “Cited by” function (see Figure 2), for the first 100 results retrieved; MedNar Deep Web Search Engine, for the first 100 results retrieved; and Carrot2.

Targeted consultation with experts in digital health intervention design and deployment and digital health intervention users will also be conducted in parallel. This is part of the added value of scoping reviews. Ethics approval is not required for such consultation.

**Search Strategy**

The following search strategy was used for PubMed (November 2021): (“digital health” OR “digital health intervention*” OR “DHI” OR “digital rehabilitation”) OR “eHealth” OR “mHealth” AND (app OR intervention OR technology) AND (barrier* OR design OR disparit* OR divi* OR engage* OR exchu* OR inequ*)) AND literacy.

This search strategy will be modified by incorporating MeSH and keywords used to index relevant papers and will inform the search strings for parallel searching in Google Scholar Advanced Search UK and MedNar.

Screening of identified literature will follow the recommendations of the JBI [16]. Of the studies and gray literature initially identified from the searches, 25 publications will be selected at random by dividing the total by four (the number of screeners), then selecting every nth paper (where n=the total divided by four) to assign for double-screening of titles, abstracts, or full-text by four reviewers; if there is greater than 75% agreement for included/excluded publications, then the team will continue to screen all of the identified publications. If agreement is 75% or less, we will hold a further training session to resolve differences in interpretation of the criteria and, if necessary, tighten the wording. Further rounds of double-screening and calculation of interrater agreement will continue until we meet concordance. For included publications, study characteristics will be extracted by one author and checked for agreement by a second author, and any uncertainty over data retrieved will be discussed and resolved via consensus with all contributing authors. Retrieval of a model paper [27] served as the test case for the search strategy.

**PRISMA-ScR**

The PRISMA-ScR framework will be used to transparently record the selection, deduplication, and screening decision process, supplemented by updated recommendations from Tricco et al [28]. Gray literature may not be searchable by abstract (due to a lack of abstract fields in the gray literature discovery interfaces), so the PRISMA-ScR flow diagram will be adapted to accommodate this. Critical appraisal, for example, of the underlying evidence informing the studies retrieved, is not generally operationalized in scoping reviews [16]. Instead, the focus of this review type is on providing as complete a picture as possible of what is currently known about the topic of interest.

**Data Extraction and Charting**

Data will be extracted from full-text sources relevant to the review question using the JBI data extraction guidance for scoping reviews [14]. If required, missing data will be requested from authors. Google Sheets [29] will be used to record the initial data extraction of all included sources. In accordance
with the iterative approach taken by scoping reviews, the following headers will be trialed and refined as needed [30]:

- Reference
- Region and setting of digital health intervention design/deployment
- Study type (qualitative, quantitative, mixed methods, review)
- Funding source
- Stakeholder involvement
- Digital health intervention type
- Digital health intervention purpose
- User population
- Summary of results relevant to this review question

Collating, Summarizing, and Reporting Results

Unlike a systematic review—where evidence sources that do not meet the quality criteria applied are excluded—scoping reviews seek to present an overview of all material reviewed (including gray literature) [24]. We will summarize the results visually [30] to assist validation of the results by stakeholders (described in the following section) and later dissemination.

Consultation Exercise

In parallel with the aforementioned stages, consultation with stakeholders (eg, representatives from charities, experts in researching digital health interventions, and patients or members of the public) will be conducted to validate emerging results. Stakeholders will be identified both a priori (known to the authors) and iteratively as this review progresses (through their representation in relevant sources).

Results

This systematic scoping review is in progress. The final draft of this review will be submitted by September 2022. We expect to report a narrative summary of the findings of included peer-reviewed primary studies and gray literature that describe differences in the ability of people from different demographic groups or people with lower health literacy or digital health literacy to access and use digital health interventions, and any change in this following specific measures taken by the researchers to make digital health interventions more accessible and usable by people from these groups; and the results of qualitative studies that discuss barriers and facilitators to access and use digital health interventions by people from different demographic groups.

Discussion

This review will present a summary of evidence regarding strategies for optimizing the design and deployment of digital health interventions to mitigate the effects of the digital divide and low digital health literacy on populations disproportionately affected by health inequalities and the digital divide. Its results will inform the design and deployment of digital health interventions at a time when they are more used than ever before and will have wider implications for researchers and policy makers using digital health interventions for health improvement. For example, HCI strategies for developing content for websites and apps, such as use of personas with a range of demographic characteristics (including those of digitally excluded populations) [31,32] and use of video and audio to help people of low health literacy use digital health interventions [33].

In conclusion, this review is among the first to examine the design and deployment of digital health interventions specifically in the context of the challenges presented by the digital divide and low digital health literacy at individual and systemic levels. The results of this review will support researchers, digital health intervention developers, and HCPs in identifying what works to optimize digital health intervention design and deployment, with the aim of promoting social justice.
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Abstract

Background: Atypical antipsychotics (AAP) are commonly prescribed to children and adolescents and are associated with important adverse effects including weight gain and metabolic syndrome. Nonalcoholic fatty liver disease (NAFLD) is not only the most common pediatric liver disease but is also associated with serious complications including liver cirrhosis.

Objective: Given that NAFLD and AAP are associated with metabolic syndrome, we aim to comprehensively examine the association between AAP and NAFLD in children and adolescents.

Methods: We will conduct a systematic review of studies exploring NAFLD in subjects younger than 18 years on AAP published in English between 1950 and 2020 following the PRISMA (Preferred Reporting items for Systematic Reviews and Meta-Analysis) guidelines.

Results: A PRISMA flowchart will be used present the study results after comprehensively reviewing studies on NAFLD in children and adolescents taking AAP. The first and second systematic searches will be conducted during December 2021. The results are expected to be published in June 2022.

Conclusions: This research project will serve as a foundation for future studies and assist in devising interventions and reforming clinical guidelines for using AAP to ensure improved patient safety.

International Registered Report Identifier (IRRID): PRR1-10.2196/20168
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Introduction

There is an increasing trend in prescribing atypical antipsychotics (AAP) to children and adolescents [1], and this merits a better understanding of their long-term adverse effects. Metabolic complications such as weight gain, hyperlipidemia, and insulin resistance are known side effects of AAP [2-4], and studies have suggested that youngsters are at an increased risk of these side effects compared to older adults [5]. With the decreased incidence of typical psychotic use in children and adolescents it is reasonable to speculate that children on AAP may be at a greater risk of disorders associated with metabolic syndrome, including nonalcoholic fatty liver disease (NAFLD) [6-9].
NAFLD in children and adolescents younger than 18 years is the most common cause of pediatric liver disease, with a prevalence of approximately 9.6% [10]. The prevalence significantly increases to approximately 77% among obese children [11], suggesting its association with metabolic syndrome [12]. NAFLD comprises a spectrum of liver diseases that range from the accumulation of fat in hepatocytes (steatosis) and inflammatory liver changes including nonalcoholic steatohepatitis (NASH) to more serious complications such as liver cirrhosis [13,14]. The “two-hit” theory attempts to explain the pathogenesis of NAFLD [15]; the first hit is due to the accumulation of triglycerides in hepatocytes causing liver steatosis, and the second hit is attributable to many factors including oxidative stress and increased cytokines leading to inflammatory changes.

NAFLD in children and adolescents is associated with serious long-term adverse outcomes, including increased risk of mortality and liver cirrhosis requiring transplantation [16]. Multiple risk factors and medical conditions including eating disorders have been linked to the etiology of NAFLD [17,18]. Obesity has been consistently identified as an important risk factor for pediatric NAFLD [11]. Insulin resistance is another risk factor for NAFLD; Nobili et al prospectively followed 84 children with NAFLD and reported that they were almost always insulin-resistant regardless of their BMI [19]. Moreover, a sedentary lifestyle and high fructose consumption have been described as risk factors for NAFLD [20,21]. Furthermore, epidemiological studies have identified being male, older age, and Hispanic ethnicity as risk factors for childhood NAFLD [10]. Additionally, genetic, cellular, and hormonal factors [22] have been found to influence the transition to inflammatory hepatic changes.

Liver biopsy is the gold standard diagnostic test for NAFLD [23,24], although it is an invasive procedure that can be associated with serious complications. Liver function tests (LFTs) are among the first-line investigations for NAFLD [25,26]. However, the use of LFT to diagnose NAFLD is challenging due to the low sensitivity of this method and the discrepancy around the appropriate cutoff values [13]. Moreover, the normal LFT level does not exclude the presence of advanced NAFLD. In contrast, hepatic ultrasonography (US) is a safe, noninvasive, and widely available imaging tool for the assessment of NAFLD. In adults, it has acceptable sensitivity and specificity (100% and 90%, respectively), especially when the liver fat percentage exceeds 20% [27]. Similar statistical properties were documented in a pediatric study [28]. Other radiological diagnostic tools for NAFLD include computed tomography (CT), magnetic resonance imaging (MRI), and magnetic imaging spectroscopy (MRS) [29].

There is limited information regarding the risk of NAFLD in children and adolescents treated with AAP despite their association with metabolic complications that are considered risk factors for the development of NAFLD [30,31]. The objective of our study is to conduct a comprehensive systematic review of the available literature to examine the association between AAP use and NAFLD in children and adolescents.

**Methods**

**Study Identification**

To capture all relevant literature on NAFLD among children and adolescents on AAP, we plan to conduct 2 systematic literature reviews. In our first search, we aim to identify studies that assess NAFLD in children and adolescents taking AAP. Given that we expect a paucity in such studies based on a pilot search performed, we will include studies of different designs including cohort and case-control studies, case reports, and case series. In our second systematic search, we will comprehensively review AAP trials in children and adolescents, attempting to identify any reports of NAFLD; we intend to determine whether this was documented as a primary outcome, a secondary outcome, or as an incidental finding in these studies.

Our systematic review will be performed according to this predefined protocol that describes the objectives, search strategy, eligibility criteria, and evaluation methods according to the PRISMA (Preferred Reporting items for Systematic Reviews and Meta-Analysis) guidelines [32].

**Systematic Review Methodology**

We will conduct 2 systematic literature reviews. The search is restricted to studies published in English from January 1, 1950, until March 31, 2021. We selected 1950 as the starting year for the literature search, as it coincides with the development of the first antipsychotic.

In our first search, we aim to identify studies that assess NAFLD in children and adolescents taking AAP. We will use the following search terms: “second-generation neuroleptics,” “antipsychotics,” and “neuroleptics,” with their generic and brand names given in Table 1. Further, the following variations of pediatric NAFLD, namely “NAFLD,” “NASH,” “nonalcoholic fatty liver disease,” “nonalcoholic steatohepatitis,” “hepatic steatosis,” “fatty liver disease,” “nonalcoholic fatty liver,” and “fatty liver.” In our second search, we will include the following keywords: “atypical antipsychotics” and “atypical neuroleptics” [33].
<table>
<thead>
<tr>
<th>Medication name</th>
<th>Brand name(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aminopropylcide</td>
<td>Amazeo, Amipride, Amival, Solian, Soltus, Sulpitac, Sulprix, Midora, Socian</td>
</tr>
<tr>
<td>Asenapine</td>
<td>Saphris, Sycrest</td>
</tr>
<tr>
<td>Blonoserin</td>
<td>Lonasen</td>
</tr>
<tr>
<td>Cariprazine</td>
<td>Reaglial, Reagyla, Vrayrall</td>
</tr>
<tr>
<td>Clozapine</td>
<td>Clozaril, Clopine, Clozapine Synthon, Versacloz</td>
</tr>
<tr>
<td>Iloperidone</td>
<td>Fanapt, Zomaril</td>
</tr>
<tr>
<td>Lurasidone</td>
<td>Latuda, Luxiax, Luradon, Lurap, Lurasidone Hydrochloride, Lustona</td>
</tr>
<tr>
<td>Melperone</td>
<td>Bunil, Buronil, Melneurin, Eunerpan</td>
</tr>
<tr>
<td>Paliperidone</td>
<td>Aspire-XR, Inveda, Invega, Palido, Parnido, Trevicta, Xepion</td>
</tr>
<tr>
<td>Quetiapine</td>
<td>Actawell, Adequeit, Aebol, Afa, Aetaeues, Asicot, As-Kalmeks, Atip, Atrolak XL, Biquelle XL, Biquetan, Bonogren, Asprove-XR, Inveda, Invega, Palido, Parnido, Trevicta, Xepion</td>
</tr>
<tr>
<td>Risperidone</td>
<td>Aspire-XR, Inveda, Invega, Palido, Parnido, Trevicta, Xepion</td>
</tr>
<tr>
<td>Sertindone</td>
<td>Serdolect, Serlect</td>
</tr>
<tr>
<td>Sulpiride</td>
<td>Dogmatil, Dolmatil, Eglylon, Espiride, Modal, Prometar, Sulpor</td>
</tr>
<tr>
<td>Ziprasidone</td>
<td>Geodon, Pramaxima, Vikolus, Ypsila, Zeldox, Zipradon, Zipragen, Zipramyl, Ziprasidol, Zipsydon, Zipwell, Zypsila, Zypsilan, Zeldox</td>
</tr>
<tr>
<td>Zotepine</td>
<td>Loszipolion, Lodopin, Setous, Zaleptil</td>
</tr>
</tbody>
</table>
Medications in combination with Fluoxetine will not be included in the research (ie, Olanzapine: Co-Depicap, Depten-OZ, Rexepi Combi, Symbyax, Tagram, Target, Olapin Forte, Olapin Plus, Olanex F, Oladay-F).

In our second systematic search, we will comprehensively review AAP trials in children and adolescents, attempting to identify any reports of NAFLD; we aim to determine whether this was documented as a primary outcome, a secondary outcome, or as an incidental finding during these studies. The following databases will be used to conduct the search: Ovid MEDLINE, Cochrane, and Cumulative Index to Nursing and Allied Health Literature (CINAHL). We also searched the following databases up to 2016: Embase, Web of Science, BIOSIS Previews, and PsycINFO.

A systematic, computer-assisted search of the following databases will be performed by 4 medical students RH, FN, GA, and MA at the Mohammed Bin Rashid University (MBRU): Ovid MEDLINE, Embase, Web of Science, BIOSIS Previews, PsycINFO, and CINAHL. The search strategy will be supported by librarian Shakeel Tegginmani at the MBRU Library. Furthermore, the bibliographies of the retrieved and relevant articles will be manually searched for relevant articles. Full articles in English published in peer-reviewed journals will be included in this review.

As mentioned earlier, we will conduct 2 searches that will be limited to children and adolescents younger than 18 years of age. The first search will include the following variations of AAP: “atypical antipsychotics,” “atypical neuroleptics,” “second-generation antipsychotics,” “second-generation neuroleptics,” “antipsychotics,” and “neuroleptics” for AAP [34].

Eligibility Criteria

We determined the following inclusion and exclusion criteria based on a literature review and the objectives of this study. All medication trials published in English pertaining to AAP in subjects younger than 18 years of age that reported NAFLD as an outcome, assessed by radiological methods (including liver ultrasound) or liver biopsy, will be included in this review. Moreover, prospective and retrospective observational studies of children and adolescents on AAP with reported NAFLD indicators will be included. Finally, case series and reports of NAFLD in children and adolescents on AAPS will be included. We will exclude conference abstracts, editorials, letters to editors, treatment guidelines, and studies published as abstracts only. Reviews (systematic and nonsystematic) will be excluded; however, the bibliographies of relevant papers will be reviewed. We will exclude studies in which AAP were used as an add-on or in combination with other medications (such as antiepileptics, first-generation antipsychotics, and selective serotonin uptake inhibitors), and medications that are a combination of AAP and selective serotonin uptake inhibitors including Fluoxetine; however, we will include studies where AAP constitute 1 arm of the study [35]. Due to the overlap of NAFLD risk factors with other comorbidities and varying nutritional backgrounds, we will also exclude studies examining patients with pre-existing medical conditions including eating disorders [17,18]. Our search will be limited to studies published in English, and nonhuman studies will be excluded. The review and comparison of results will be conducted using Endnote.

Outcomes

The primary outcome of the present study is NAFLD in children and adolescents, as assessed by either liver biopsy or using a radiological tool including hepatic US, MRI, MRS, and transient elastography among children and adolescents on AAP. Despite the relationship between NAFLD and metabolic syndrome, we did not include variables of metabolic syndrome in our outcomes because it is not the focus of our review and it has been previously studied, including in a recent meta-analysis [36]. Secondary outcomes will include changes in liver enzymes.

Data Extraction

Investigators RH, FAN, GAA, and MA will independently review the titles and abstracts of the retrieved studies and exclude duplicates and irrelevant studies based on the aforementioned eligibility criteria. All the potentially eligible abstracts will be further assessed for eligibility by thoroughly reviewing their full texts. Results will be compared, and discrepancies will be resolved by consensus and by consulting investigators AA, CT, and ELA when needed. The Cohen κ will be calculated as a measure of interrater agreement. All studies that meet the eligibility criteria will be included in our analyses. Data extraction will be carried out using a standard form.

The quality of the studies will be assessed using the STROBE (Strengthening the Reporting of Observational studies in Epidemiology) guidelines [37] for cohort, case-control, and cross-sectional studies and the Newcastle-Ottawa Scale for nonrandomized studies. The quality of randomized controlled trials will be evaluated using the GRADE (Grading of Recommendations, Assessment, Development and Evaluations) method.

If the results allow for conducting a meta-analysis, we will report the outcomes by calculating the weighted pooled estimate of changes in the outcomes [38]. The risk of bias will be evaluated using three types of homogeneity tests: (1) forest plot, (2) Cochrane Q test (chi-square test), and (3) Higgins I2 statistics. In the forest plot, greater overlap between the CIs indicates greater homogeneity.

Results

The search results will be presented using the PRISMA flowchart. This study will comprehensively review literature pertaining to NAFLD in children and adolescents taking AAP.

The first and the second systematic searches will be conducted during December 2021. The title and abstract review will be performed by RH, FAN, GAA, and MA between December 1 and December 15, 2021. Further, the full-text review will be performed by the same researchers between December 15 and December 25, 2021. The results are expected to be published in June 2022. The results of this study may inform clinical guidelines for AAP use in children and adolescents.
Discussion

Clinical Significance

Studies have suggested that the pediatric population on AAP is more at risk of developing long-term adverse effects due to AAP, including weight gain, hyperlipidemia, and insulin resistance [14]. Therefore, we have grounds to speculate that children on AAP may be at a greater risk of developing disorders associated with metabolic syndrome, including NAFLD. This research project is specifically important due to the current trends in overprescribing AAP in children aged below 18 years [39].
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Abstract

Background: Up to 20% of mothers experience antenatal depression and approximately 30% of these women are treated with serotonergic psychotropic pharmacological therapy during pregnancy. Serotonergic antidepressants readily cross the placenta and the fetal blood-brain barrier, altering central synaptic serotonin signaling and potentially altering serotonin levels in the developing fetal brain.

Objective: The aim of this study is to assess the impact of prenatal exposure to serotonergic antidepressants, accounting for maternal mood disturbances, on markers of stress regulation during childhood.

Methods: We will follow PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines and will search MEDLINE, Embase, CINAHL, PsycINFO, and ClinicalTrials.gov for full-length studies that assessed physiological (e.g., cortisol level, heart rate variability, salivary amylase, pupillary size, C-reactive protein) indices of stress regulation in children of pregnant people who were treated with a serotonergic antidepressant at any point during pregnancy. We will assess the quality of observational studies using the Newcastle-Ottawa Scale and the quality of experimental studies using the Cochrane risk-of-bias tool. When possible, we will conduct a random-effects meta-analysis. If meta-analysis is not possible, we will conduct a narrative review. If a sufficient number of studies are found, we will perform subgroup analysis and assess outcomes measured by drug class, dose, trimester of exposure, and child’s age and gender.

Results: We registered our review protocol with PROSPERO (International Prospective Register of Systematic Reviews; CRD42021275750), completed the literature search, and initiated title and abstract review in August 2021. We expect to finalize this review by April 2022.
Conclusions: Findings should identify the impact of prenatal antidepressant effects on stress regulation and distinguish it from the impact of prenatal exposure to maternal mood disturbances. This review should inform decisions about serotonergic antidepressant use during pregnancy.

Introduction

Background

Up to 20% of mothers experience antenatal depression and approximately 30% of these women are treated with a serotonergic antidepressant during pregnancy [1,2]. Selective serotonin reuptake inhibitors (SSRIs) are the most common serotonergic medications prescribed [3-7]. They readily cross the placenta and the fetal blood-brain barrier, potentially altering serotonin (5-hydroxytryptamine [5-HT]) signaling in the fetal brain [8-14], and such exposure has been paradoxically reported to be associated with an increased risk for anxiety, attention, and behavioral disorders in children of mothers with depression treated with an SSRI during pregnancy [15-17]. Importantly, childhood behaviors have been associated with altered indices of stress regulation [18-21], raising critical questions about whether prenatal exposure to serotonergic psychotropic medications alters stress reactivity, thereby contributing to an increased risk for behavioral disturbances.

Long before 5-HT becomes a neurotransmitter in the mature brain, it plays a role as a neurodevelopmental signal regulating cell growth and function [22,23]. In the fetal brain, 5-HT and its receptors are overexpressed and widespread in regions where they are absent in adults, pointing to a time-dependent specificity to 5-HT expression during development [24,25]. Early 5-HT alterations, either via pharmacological, genetic, or other manipulations, potentially alter these processes via the presynaptic, membrane-bound serotonin transporter protein (5-HTT), the target of SRI antidepressants. 5-HTT is a key regulator of brain 5-HT [26,27]. Serotonin is central to the development and function of two key stress response systems—the locus-coeruleus-norepinephrine (autonomic nervous system [ANS]) and the hypothalamic-pituitary-adrenal (HPA) systems [28-30], which may illustrate sites affected by prenatal exposure to serotonin reuptake inhibitors on stress responses [31-33]. The relationship between 5-HT and stress reactivity is bidirectional: stressors appear to alter 5-HT metabolism as well as bias how one copes with subsequent stressful challenges [32,34]. ANS activation leads to a rapid “flight or fight” response, in turn leading to increased cardiac activity (heart rate) and release of catecholamines (norepinephrine) [35]. Central to our understanding of how prenatal exposure to serotonergic medications such as antidepressants influences early brain development is understanding the diverse roles the neurotransmitter 5-HT plays in early brain development, stress regulation, and mental health [23,28,36]. Prenatal maternal mood disturbances, the very disorders that lead to antidepressant treatment, have also been shown to shape the development of the HPA axis [37,38]. 5-HT and cardiovascular/autonomic stress regulation are highly interrelated via links between reflex control of parasympathetic outflow to the heart and other organs that involve central 5-HT1A receptors located in the vicinity of preganglionic vagal neurons. Further, 5-HT3 receptors are implicated in afferent regulation of central sympathetic and parasympathetic tone [39]. The development and function of the HPA stress response and the serotonergic regulatory systems are highly interrelated and exquisitely sensitive to the effects of early adverse experience [40,41]. Serotonin influences how an individual copes with subsequent social stressors and plays a role in mediating the effects of adverse experience [42]. Early differences in maternal care alter central 5-HT levels that change HPA axis stress function, reflected as an altered capacity to regulate stress responses [40,43]. Considering the importance of serotonin in neurodevelopment, it is conceivable that early changes to 5-HT, secondary to prenatal serotonergic medication exposure or maternal mood disorders, could have developmental consequences [26,44] and may modify the formation and function of key stress regulatory systems such as the ANS and HPA axis in ways that may affect subsequent responses to stress challenges and may have life-long implications for the offspring’s health and behavior. Understanding relationships between stress response systems and children’s behavior may provide essential insight into the developmental origins of physiological processes that contribute to disrupted behavior. Taken together, it is possible that prenatal exposure to serotonergic psychotropic medications used to manage mood disturbances during pregnancy could alter stress reactivity/regulation in offspring.

Methods

Overview

We will adhere to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines for reporting systematic reviews [45] and have used the PRISMA for
systematic review protocols (PRISMA-P) [46]. Our research protocol was designed a priori, defining methods for searching the literature, including and examining articles, and extracting and analyzing data.

**Eligibility Criteria**

**Inclusion Criteria**

This systematic review will consider studies that included pregnant people diagnosed with prenatal mood disorders (depression and/or anxiety) who were exposed to serotonergic medications at any point during pregnancy. We will assess stress regulation outcomes in the offspring and the way they relate to behavior. We will include monopharmacy use of antidepressants. We will include both singleton and multiple gestation pregnancies as well as both nulliparous and multiparous pregnancies. We will include intervention studies (randomized controlled trials, pre-post trials) and observational studies (case-control studies, cross-sectional studies, cohort studies, case reports or case series). We will only include full-text studies published in English or French. Studies that meet our inclusion criteria will be included in this review.

**Exclusion Criteria**

We will exclude polypharmacy use of multiple antidepressant medications from several classes, as well as animal studies, gray literature (including theses and dissertations), review studies, letters to the editor, conference abstracts, and posters. If we come across different studies that include the same population and outcome, the study that involves a longer follow-up will be included.

**Outcome Measures**

We will assess physiological outcomes and how they relate to each other. Specifically, our outcome includes the following physiological outcomes: cortisol, heart rate variability, salivary amylase, pupillary size, C-reactive protein (CRP), and immunological biomarkers (cytokines, chemokines, lymphokines, IL-6, etc).

**Information Sources and Literature Search**

We developed our search strategy with the consultation of a librarian and will search the literature by population and intervention (Table 1). The following databases will be searched: MEDLINE (Ovid), Embase (Ovid), CINAHL (EBSCOhost), PsycINFO (EBSCOhost), and ClinicalTrials.gov. We will use both Medical Subject Headings (MeSH) terms and keywords.

Our search strategy for the MEDLINE database is outlined in Multimedia Appendix 1. We will adjust the MeSH terms and keywords used to accommodate the different databases’ requirements and limitations. We will limit our search to studies published in English or French. We will not limit for year of publication and will include original studies of all study types.

### Table 1. Eligibility criteria to be included in the review.

<table>
<thead>
<tr>
<th>Item</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>Pregnant people diagnosed with antepartum depression, prenatal depression, or maternal mood disorders</td>
</tr>
<tr>
<td>Intervention/exposure</td>
<td>Exposure to a serotonergic drug:</td>
</tr>
<tr>
<td></td>
<td>• SSRI: citalopram, escitalopram, fluoxetine, fluvoxamine, paroxetine, sertraline</td>
</tr>
<tr>
<td></td>
<td>• SNRI: desvenlafaxine, duloxetine, levomilnacipran, venlafaxine</td>
</tr>
<tr>
<td></td>
<td>• Second-generation antipsychotics: aripiprazole, brexipiprazole, olanzapine, quetiapine, risperidone</td>
</tr>
<tr>
<td></td>
<td>• Serotonin modulators: trazodone, vilazodone, vortioxetine</td>
</tr>
<tr>
<td></td>
<td>• Tricyclic antidepressants: amitriptyline, clomipramine, desipramine, doxepin, imipramine, nortriptyline, trimipramine</td>
</tr>
<tr>
<td></td>
<td>• 5-HT1A (serotonin receptor) agonist: buspirone</td>
</tr>
<tr>
<td>Comparison/control</td>
<td>None</td>
</tr>
<tr>
<td>Outcome</td>
<td>Physiological outcomes: cortisol, cardiac autonomic function (heart rate variability, pre-ejection period), salivary amylase, pupillary size, C-reactive protein, immunological biomarkers (cytokines, chemokines, lymphokines, IL-6).</td>
</tr>
</tbody>
</table>

*aSSRI: selective serotonin reuptake inhibitor.  
bSNRI: serotonin-norepinephrine reuptake inhibitor.*

We will use the following keywords and MeSH terms: Pregnancy Trimesters/ or Pregnancy/ or Pregnancy Trimester, Third/ or pregnancy.mp. or Pregnancy Trimester, First/ or Pregnancy, or Pregnancy Trimester, Second/, pregnant.mp. or Pregnant Women/, or gestation.mp. or perinatal.mp. or prenatal.mp. or pregnant*. AND Depression/ or depressive disorder/ or depressive disorder, major/ or depressive disorder, treatment-resistant/ or Anxiety Disorders/ or Anxiety/ or anxiety.mp., or Mood Disorders/, AND antidepressants.mp. or Antidepressive Agents/, or serotonergic drugs.mp. or Serotonin Agents/, or selective serotonin reuptake inhibitors.mp. or Serotonin Uptake Inhibitors/, citalopram.mp. or Citalopram/, escitalopram.mp. or Citalopram/, fluoxetine.mp. or Fluoxetine/, fluvoxamine.mp. or Fluvoxamine/, paroxetine.mp. or Paroxetine, sertraline.mp. or Sertraline/, “Serotonin and Noradrenaline Reuptake Inhibitors”/ or Serotonin Uptake Inhibitors/* or serotonin-norepinephrine reuptake Inhibitor.mp., desvenlafaxine.mp., or Desvenlafaxine Succinate/, duloxetine.mp. or Duloxetine Hydrochloride/, levomilnacipran.mp. or Levomilnacipran/, or Venlafaxine Hydrochloride/, Antipsychotic Agents/ or Second generation antipsychotics.mp., or Aripiprazole/, or Brexipiprazole/, or Olanzapine/, quetiapine.mp. or Quetiapine Fumarate,
risperidone.mp. or Risperidone/, Serotonin Modulators.mp., trazodone.mp., or Trazodone/, vilazodone.mp. or Vilazodone Hydrochloride/, vortioxetine.mp. or Vortioxetine/, tricyclic antidepressants.mp. or Antidepressive Agents, Tricyclic/., amitriptyline.mp. or Amitriptyline/, clomipramine.mp. or Clomipramine/, desipramine.mp. or Desipramine/, doxepin.mp. or Doxepin/, imipramine.mp. or Imipramine/, nortriptyline.mp. or Nortriptyline/, trimipramine.mp. or Trimipramine/ or buspirone.mp. or Buspirone/.

We will conduct a manual search of the journals Psychoneuroendocrinology, Early Human Development, Neuroscience, and Neuroscience & Biobehavioral Reviews, as well as a forward and backward citation search through Google Scholar [47] on all included papers to locate additional papers that may have been missed in our literature search.

**Study Selection Process**

Using our predetermined selection criteria, two authors (EZZ and AL) will independently screen all retrieved papers at level 1 (title and abstract) for inclusion in the study using Covidence, a screening and data extraction tool for systematic reviews [48]. Once a list of studies is determined, the selected papers will be reviewed at level 2 (full text) to select a final list of review studies. Screening questions can be found in Multimedia Appendix 2. At any point, authors will meet to discuss discrepancies and a third author (SH) will be consulted if disagreement occurs.

**Data Collection Process**

Two authors (EZZ and AL) will independently extract the following information from all included studies: year of publication, country, sample size, study design, study setting, trimester of pregnancy, drug exposure class, drug exposure generic name, drug dose, cortisol level (diurnal), cortisol level (stress challenge), heart rate variability, salivary amylase, pupillary size, CRP, cytokines, chemokines, lymphokines, IL-6, maternal depression, maternal depression diagnosis method, maternal anxiety, and maternal anxiety diagnosis method. Authors will meet to discuss discrepancies and a third author (SH) will be consulted if disagreement occurs. If needed, we will contact study corresponding authors for unpublished or missing data.

**Quality and Risk of Bias Assessment**

To assess the methodological quality of the included studies and their risk of bias, we will use different checklists and scales. Two authors (EZZ and AL) will independently screen each included paper according to its methodology. We will use the Newcastle-Ottawa Scale for observational cohort studies [49], the modified Newcastle-Ottawa Scale for observational cross-sectional studies [50], and the Cochrane risk-of-bias tool for randomized controlled trials and experimental studies [51]. We will use funnel plots to assess for publication bias [52]. In case of a publication bias, we will use the trim-and-fill method. We will remove (“trim”) the studies that give rise to the funnel plot’s asymmetry and then impute (“fill”) the suggested missing studies based on the bias-corrected overall estimate [53].

**Synthesis of Included Studies**

We will pool studies based on their reported outcome and will present the characteristics of included studies both descriptively and in a table. Where possible, we will pool reported levels of cortisol, heart rate variability, salivary amylase, pupillary size, and CRP. We will calculate the Cochrane Q test (chi-square) and Higgins $I^2$ score to assess the statistical heterogeneity of effect size estimates across our included studies before running a meta-analysis. When meta-analysis is possible, we will calculate pooled mean differences for continuous data and perform a random-effects meta-analysis for dichotomous data [54]. If meta-analysis is not possible, we will conduct a narrative synthesis of the data. When a sufficient number of studies are found, we will perform subgroup analysis and assess outcomes measured by drug class, dose, trimester of exposure, and child’s age and gender. We will consider method of assessment for pooling. We will perform all data analysis using Stata (version 15; StataCorp LLC).

**Results**

We registered our review protocol with PROSPERO (International Prospective Register of Systematic Reviews; CRD42021275750) [55], completed the literature search, and initiated title and abstract review in August 2021. We expect to finalize this review by April 2022.

**Discussion**

Antepartum depression is a common condition that is often treated with different serotonergic drugs, leading to altered central serotonin signaling in the developing brain. As serotonin plays a key role in fetal neurodevelopment that shapes key components of stress regulation pathways, understanding how prenatal exposure to these medications affects physiological stress responses could elucidate pathways to behavioral outcomes in the offspring of mothers with depression. This study will add to the existing body of knowledge by integrating data that will lead to new insights about early origins of mental health disorders and the risks and benefits of use of serotonergic medications. The impact of prenatal serotonergic medication exposure and early origins of mental health will be essential for both theoretical and clinical reasons, specifically to inform decisions about serotonergic medication use in pregnancy and to inform interventions that promote healthy child development.
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Abstract

Background: Digitally enabled care along with an emphasis on self-management of health is steadily growing. Mobile health apps provide a promising means of supporting health behavior change; however, engagement with them is often poor and evidence of their impact on health outcomes is lacking. As engagement is a key prerequisite to health behavior change, it is essential to understand how engagement with mobile health apps and their target health behaviors can be better supported. Although the importance of engagement is emphasized strongly in the literature, the understanding of how different components of engagement are associated with specific techniques that aim to change behaviors is lacking.

Objective: The purpose of this systematic review protocol is to provide a synthesis of the associations between various behavior change techniques (BCTs) and the different components and measures of engagement with mobile health apps.

Methods: The review protocol was structured using the PRISMA-P (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Protocols) and the PICOS (Population, Intervention, Comparator, Outcome, and Study type) frameworks. The following seven databases will be systematically searched: PubMed, Embase, Cumulative Index to Nursing and Allied Health Literature, APA PsycInfo, ScienceDirect, Cochrane Library, and Web of Science. Title and abstract screening, full-text review, and data extraction will be conducted by 2 independent reviewers. Data will be extracted into a predetermined form, any disagreements in screening or data extraction will be discussed, and a third reviewer will be consulted if consensus cannot be reached. Risk of bias will be assessed using the Cochrane Collaboration Risk of Bias 2 and the Risk Of Bias In Non-Randomized Studies - of Interventions (ROBINS-I) tools; descriptive and thematic analyses will be conducted to summarize the relationships between BCTs and the different components of engagement.

Results: The systematic review has not yet started. It is expected to be completed and submitted for publication by May 2022.

Conclusions: This systematic review will summarize the associations between different BCTs and various components and measures of engagement with mobile health apps. This will help identify areas where further research is needed to examine BCTs that could potentially support effective engagement and help inform the design and evaluation of future mobile health apps.

Trial Registration: PROSPERO CRD42022312596; https://tinyurl.com/nhzp8223

International Registered Report Identifier (IRRID): PRR1-10.2196/35172

(JMIR Res Protoc 2022;11(3):e35172) doi:10.2196/35172
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Introduction

Background

This systematic review aims to provide an overview of how behavior change techniques (BCTs) [1] are associated with different components of engagement with mobile health apps. Effective engagement with digital health interventions is an essential factor influencing their ability to support positive behavior change. Although several models and frameworks conceptualizing engagement and its association with intervention impact have recently been published, a comprehensive understanding of how to develop digital health interventions that significantly impact health behavior and outcomes is still lacking [2]. This is a serious concern because although mobile health apps are frequently used to deliver health behavior change interventions [3], there is still a lack of evidence supporting their impact on behavior and health outcomes [4,5]. This lack of evidence necessitates an in-depth examination of the stages of engagement and behavior change so that particular barriers and blockers can be targeted. BCTs, “observable, replicable, and irreducible components” of behavior change interventions [1], provide a means of reliably classifying and testing potential strategies for altering behavior to address particular barriers. Understanding the associations between different BCTs, theoretical components of engagement, and measures of engagement will provide insight into how BCTs can be incorporated to improve and personalize the design of digital health interventions to support effective engagement.

Engagement with digital health interventions can be poor, which limits their potential impact. As health care service delivery is becoming increasingly digital and accessible through personal devices like smartphones and wearables [6,7], there is a need to ensure that these digital interventions are achieving their intended outcomes. The potential impact of digital interventions is limited by the extent of users’ engagement with them [8-10]; a meta-analysis of engagement with digital mental health interventions found a significant positive association between engagement and mental health outcomes [11]. However, the variety in the definitions and measures of engagement means that reliable quantitative estimates of the relationship between engagement and outcomes are still lacking [8,11]. Maintaining engagement with digital health interventions is a common challenge. Studies on engagement with mobile health apps and wearable devices often observe poor long-term use [9,12,13] and high rates of attrition [8,14]. Although the duration of use is a commonly used indicator of engagement with a digital health intervention, its validity has been questioned because it only captures 1 component of engagement [2,10].

Inconsistency in the way engagement is defined and measured is one of the challenges associated with studying engagement [15,16]. The lack of a clear, comprehensive, and well-accepted conceptualization of engagement is a major gap, which several papers and reviews have recently tried to address [2,15,17,18]. Although various models and definitions of engagement have been proposed, there is a general consensus that engagement is a multifaceted concept [15-17,19,20]. These conceptual frameworks highlight the importance of considering cognitive, behavioral, and affective aspects of engagement [10,15,17,20], as well as examining different levels of engagement with digital behavior change interventions (DBCIs) and health behaviors [16,19] (see Figure 1). A key review defined engagement in terms of 2 key components, extent of usage and subjective experience [17]. Another paper emphasizes the importance of the relationship between engagement with the intervention and the target behavior by defining “effective engagement” as the level of engagement sufficient to achieve the aims of the intervention [21]. This highlights the crucial distinction between engagement with the intervention and engagement with the behavior, as frequent or indefinite engagement with the intervention may not be required to support sustained engagement with the behavior, as shown in Figure 1.

Figure 1. Summary of key theoretical concepts of engagement with digital health [15-17,20,21]. BCT: behavior change technique; DBCI: digital behavior change intervention; UI: user interface; UX: user experience.

Engagement with the intervention can be subdivided into engagement with the device or software and engagement with BCTs or “active ingredients” of the intervention [16,22] (see Figure 1, far left). As the DBCI is the proposed trigger for the behavior change, engagement with the health behavior is thought to depend on engagement with the DBCI [16,21]. However, the interconnected nature of engagement with the device, BCTs, and behavior makes it challenging to untangle the relationships between various stages and components of engagement and different BCTs. This is because BCTs can be used to influence users’ engagement with the health behavior, for example, by including goal setting (BCT 1.1) or self-monitoring of behavior...
(BCT 2.3) features to support users’ engagement with physical activity. However, BCTs can also provide “feedback” to influence engagement with devices or with other BCTs included in the DBCI, for example, by using prompts or cues (BCT 7.1) such as app notifications to remind a user to engage with the app or with specific BCT-based features on the app.

Different BCTs are associated with different theoretical barriers to behavior (eg, capability, opportunity, and motivation) [23,24]. For instance, “instruction on how to perform the behavior” (BCT 4.1) is commonly used to support a “training” intervention function, which in turn can target barriers related to physical and psychological capability [24]. Given the different functions associated with BCTs, it seems likely that different BCTs will also have different relationships with the 3 main components of engagement (affective, cognitive, and behavioral). To improve engagement with DBCIs and target behaviors, it is essential to understand the relationships between BCTs and the various components of engagement and incorporate them into the design and evaluation of digital health interventions.

**Rationale**

The growing recognition of the importance of engagement in the design and evaluation of digital health interventions has led to an exponential increase in research concerning that topic in recent years. Given the accepted importance of engagement as a prerequisite for behavior change [17], several systematic reviews have examined various factors that could influence engagement with digital health interventions [25-28]. Among these, the analysis in 1 review [25] is structured around the COM-B (Capability, Opportunity, Motivation – Behavior) model, which is part of the Behavior Change Wheel theoretical framework [23]. The authors identified 26 different factors relating to capability, opportunity, and motivation that have been associated with uptake of and engagement with mobile health apps in the literature [25]. This provides a valuable, theory-based contribution to the understanding of factors affecting engagement with mobile health apps. However, despite including studies with either qualitative or quantitative (primarily system use data) measures of engagement and using a multifaceted definition of engagement [17], the review did not clarify how the influence of these factors varied for the different components and measures of engagement.

The importance of understanding the factors associated with engagement lies in their potential to inform designs that improve “effective engagement” with DBCIs and thereby better support behavior change and the associated positive health outcomes. Because engagement is a complex and multifaceted concept, it is important to understand how specific BCTs are related to different elements of engagement and which ones have the most influence on effective engagement and health outcomes [21]. As the best strategies for achieving effective engagement could differ among individuals, an understanding of how different BCTs are associated with different components of engagement would enable digital health interventions to be personalized to individuals, specific populations, or contexts, providing an opportunity to increase their health impact.

**Objectives**

The main aim of the review is to provide a synthesis of the associations between BCTs and the different components of engagement (and their outcome measures) with mobile health apps in the literature. The following are the key objectives of this review: (1) to identify the BCTs being incorporated in the development of mobile health apps; (2) to identify the components of engagement that are being evaluated in studies on mobile health apps and how the different components are being measured; (3) to document the associations between specific BCTs and engagement component outcomes and outcome measures; and (4) to compare those associations across the included studies to hypothesize causal relationships between specific BCTs and specific components of engagement that can be empirically evaluated in future studies.

**Methods**

**Overview**

The PRISMA-P (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Protocols) [29] and the PICOS (Population, Intervention, Comparator, Outcome, Study type) frameworks [30,31] will be used to structure this review and develop the search strategy. The PRISMA-P checklist is available in Multimedia Appendix 1. This review is registered on PROSPERO (registration number: CRD42022312596).

**Eligibility Criteria**

The PICOS framework is based on the research questions and is presented in Table 1.
Table 1. PICOS (Population, Intervention, Comparator, Outcome, and Study type) framework.

<table>
<thead>
<tr>
<th>Framework component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>Mobile health app users of any age (adults and children)</td>
</tr>
<tr>
<td>Intervention</td>
<td>Mobile health apps that explicitly use BCTs(^a) in their design to target at least 1 of 5 key health categories established in the literature, including drug use, alcohol use, diet, physical activity, and mental health</td>
</tr>
<tr>
<td>Comparator</td>
<td>No comparator is required.</td>
</tr>
<tr>
<td>Outcomes</td>
<td>The primary outcome will be the qualitative or quantitative engagement outcomes measured (including any components of engagement specified by a theoretical framework). Secondary outcomes will include the BCTs included in the mobile health app, the measure(s) of engagement used by the study, and the behavioral and health outcomes reported.</td>
</tr>
<tr>
<td>Study types</td>
<td>Studies that evaluate engagement with at least 1 mobile health app that uses BCTs will be eligible (including randomized controlled trials, quantitative, qualitative, cohort, and case studies). Reviews, protocols, papers that describe interventions without evaluating them, and papers where full texts cannot be identified (eg, conference abstracts) will be excluded.</td>
</tr>
</tbody>
</table>

\(^a\)BCT: behavior change technique.

Search Strategy

The search will be conducted in seven databases: PubMed, Embase, Cumulative Index to Nursing and Allied Health Literature, APA PsycInfo, ScienceDirect, Cochrane Library, and Web of Science. These databases were chosen because they were commonly searched in previous systematic reviews relating to engagement and digital health interventions, and they broadly cover topics related to digital technology, health, and behavior change. Keywords and MeSH (Medical Subject Headings) terms relating to engagement with digital health behavior change interventions were identified in an initial review of the literature and used to develop the search strategy. These search terms were expanded upon and grouped into three themes (see Table 2) to develop the following search structure: engagement (MeSH or Keywords) AND mobile health apps (MeSH or Keywords) AND behavior change (MeSH or Keywords). Sample searches conducted in PubMed, Embase (Ovid), and Web of Science are included in Multimedia Appendix 2.

Table 2. Search terms.

<table>
<thead>
<tr>
<th>Category</th>
<th>MeSH(^a)</th>
<th>Keywords (in title or abstract)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engagement</td>
<td>Treatment Adherence and Compliance OR Patient Participation OR Patient Compliance</td>
<td>Engagement OR adherence OR compliance OR maintenance OR acceptability OR satisfaction OR attention OR enjoyment OR interest OR affect OR flow OR “cognitive absorption” OR “subjective experience” OR immersion OR presence OR ((amount OR frequency OR duration OR depth OR breadth) NEAR/2 (use OR usage)) OR dose OR stickiness OR dropout OR “drop out” OR “drop-out” OR attrition</td>
</tr>
<tr>
<td>Mobile health apps</td>
<td>Telemedicine OR Mobile Applications</td>
<td>“mHealth” OR “mobile health” OR “eHealth” OR telehealth OR ((mobile OR phone OR smartphone OR cell OR mHealth OR “behavior change” OR “behavior change” OR digital) NEAR/2 (app OR apps OR application*))</td>
</tr>
<tr>
<td>Behavior change</td>
<td>Behavior Control</td>
<td>“behavior change techniques” or “behavior change techniques” or “BCT” or “behavior change technique” or “behavior change technique” or “behavioral change strategies” or “behavioral change strategies” or “behavior change wheel” or “behavior change wheel” or “behavioral theory” or “behavioral theory” or “behavior change theory” or “behavior change theory” or “health behavior change” or “behavior change” or “digital behavior change intervention” or “digital behavior change intervention” or “DBCT” or “behavior change intervention”</td>
</tr>
</tbody>
</table>

\(^a\)MeSH: Medical Subject Headings.

Inclusion Criteria

The review will include studies that evaluate theory-based mobile apps for health behavior change. Studies will be included if they evaluate at least 1 component or measure of engagement (quantitative or qualitative) with a mobile app that uses BCTs to influence health behavior. No restrictions will be placed on the type of health behavior or the sample population examined in the initial screening to ensure that all eligible studies are identified. If there are too many studies eligible after initial screening to conduct a thorough review, the number of studies will be restricted based on health behavior. This will limit included studies to those that focus on at least 1 of 5 key health categories, including drug use, alcohol use, diet, physical activity, and mental health [32,33], aligned with a previous review by the authors [5]. Studies with any type of sampled population will be eligible for inclusion, with no restrictions on age, gender, or country. Interventions with comparisons to control groups with no intervention, waiting list or irrelevant interventions, minimal interventions, usual care, other mobile apps, telemedicine, and internet-based or in-person interventions will be included. Studies with no comparators will also be included.

Exclusion Criteria

Studies involving mobile health apps that do not detail the BCTs included in the app will be excluded from the review. Studies that do not evaluate at least 1 measure of engagement, such as reviews, protocols, papers that describe interventions without evaluating them, and papers where full texts cannot be identified (eg, conference abstracts) will also be excluded.
Screening and Article Selection

The references returned by each database search will be exported into the citation management software EndNote X9 (Clarivate) so that duplicate references can be identified and removed. The screening will take place in three stages: (1) Keywords based on the search criteria will be entered into EndNote’s search function over multiple passes to exclude any studies that are clearly ineligible (eg, protocols, reviews). (2) The titles and abstracts of the remaining references will be screened by 2 independent reviewers. (3) The full texts of the studies will be screened by 2 independent reviewers to determine the final set of included papers. Any disagreements between reviewers will be discussed until consensus; if consensus cannot be reached, a third reviewer will be consulted. Details of the screening and selection process will be recorded in a PRISMA flow diagram to ensure study reproducibility and the EndNote searches in stage 1 will be recorded and included in the review as an appendix.

Data Extraction

The full texts of all the articles included in the final set will be read by 2 independent reviewers to extract the required data mentioned in Table 3. As with the screening process, any disagreements will be discussed and resolved by involving a third reviewer if necessary.

**Table 3. Article information and data extraction.**

<table>
<thead>
<tr>
<th>Article information</th>
<th>Data to be extracted</th>
</tr>
</thead>
<tbody>
<tr>
<td>General study information</td>
<td>Year of publication</td>
</tr>
<tr>
<td></td>
<td>Country of study</td>
</tr>
<tr>
<td></td>
<td>Sample demographics (including age, gender, target population)</td>
</tr>
<tr>
<td></td>
<td>Initial/intended sample size</td>
</tr>
<tr>
<td></td>
<td>Analyzed sample size</td>
</tr>
<tr>
<td></td>
<td>Study duration</td>
</tr>
<tr>
<td>Intervention</td>
<td>App name</td>
</tr>
<tr>
<td></td>
<td>Operating platform (eg, iOS, Android)</td>
</tr>
<tr>
<td></td>
<td>Target health behavior</td>
</tr>
<tr>
<td></td>
<td>Specific aim of the intervention</td>
</tr>
<tr>
<td></td>
<td>Behavioral theory used in the design of the app (if any)</td>
</tr>
<tr>
<td></td>
<td>How the app was developed (eg, iterative design, experience-based co-design, etc)</td>
</tr>
<tr>
<td></td>
<td>Number of included behavior change techniques [1]</td>
</tr>
<tr>
<td></td>
<td>List of included behavior change techniques [1]</td>
</tr>
<tr>
<td></td>
<td>Intended purpose of included behavior change techniques (if specified)</td>
</tr>
<tr>
<td></td>
<td>Intended use (eg, dose and duration if specified)</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Component(s) of engagement examined</td>
</tr>
<tr>
<td></td>
<td>Engagement outcome measures</td>
</tr>
<tr>
<td></td>
<td>Effect of intervention on engagement outcomes (including engagement with specific behavior change techniques, the app, and the target health behavior)</td>
</tr>
<tr>
<td></td>
<td>Effect of intervention on behavior change outcomes</td>
</tr>
<tr>
<td></td>
<td>Effect of intervention on participant health outcomes</td>
</tr>
</tbody>
</table>

Quality Appraisal and Risk of Bias Assessment

The risk of bias of the studies will be evaluated by 2 independent reviewers using the Cochrane Collaboration Risk of Bias 2 tool for randomized controlled trials [34,35] and the Risk Of Bias In Non-Randomized Studies - of Interventions (ROBINS-I) tool for nonrandomized studies [36]. The GRADE (Grading of Recommendations, Assessment, Development and Evaluations) guidelines will be used to assess the strength of the body of evidence gathered during the review [37].

Data Analysis and Synthesis

The feasibility of conducting a meta-analysis will be examined when the data are extracted; however, a meta-analysis may not be possible owing to the expected variety of study aims, measures, and reported outcomes. The extracted data will be summarized by conducting a descriptive analysis to provide counts of the engagement components examined, outcome measures used, health behaviors targeted, and levels of evidence showing the effectiveness of BCTs for engagement, behavioral, and health outcomes. The associations between the inclusion of various BCTs and evidence of their effectiveness for various outcomes will be mapped. Any qualitative data reported will be examined by performing a thematic analysis to provide contextual data about the potential relationships between BCTs and certain components of engagement. The risk of bias in the studies will be considered in the synthesis.

Results

The full systematic review has not yet started, but it is expected to be completed and submitted for publication by May 2022.

Discussion

A systematic review of the literature on engagement with theoretically based mobile apps for health behavior change will contribute to the understanding of how BCTs fit into the multifaceted state and process of engagement. With the ubiquity of mobile health apps and the continuous growth of digitally enabled care [6], it is necessary to ensure that the mobile health apps being used are effective. A key component of the efficacy
of DBCIs is the extent to which the user engages effectively with the intervention to achieve the intended target behavior. An overview of the associations between BCTs and the different components and measures of engagement will inform the design and evaluation of mobile health apps. Based on the data, we will determine what conclusions can be drawn, identify the limitations of our systematic review, and propose key topics for future research.
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Abstract

Background: A large proportion of the prison population experiences substance use disorders (SUDs), which are associated with poor physical and mental health, social marginalization, and economic disadvantage. Despite the global situation characterized by the incarceration of large numbers of people with SUD and the health problems associated with SUD, people in prison are underrepresented in public health research.

Objective: The overall objective of the PriSUD (Diagnosing and Treating Substance Use Disorders in Prison)-Nordic project is to develop new knowledge that will contribute to better mental and physical health, improved quality of life, and better life expectancies among people with SUD in prison.

Methods: PriSUD-Nordic is based on a multidisciplinary mixed method approach, including the methodological perspectives of both quantitative and qualitative methods. The qualitative part includes ethnographic fieldwork and semistructured interviews. The quantitative part is a registry-based cohort study including national registry data from Norway, Denmark, and Sweden. The national prison cohorts will comprise approximately 500,000 individuals and include all people imprisoned in Norway, Sweden,
and Denmark during the period from 2000 to 2019. The project will investigate the prison population during three different time periods: before imprisonment, during imprisonment, and after release.

**Results:** PriSUD-Nordic was funded by The Research Council of Norway in December 2019, and funding started in 2020. Data collection is ongoing and will be completed in the first quarter of 2022. Data will be analyzed in spring 2022 and the results will be disseminated in 2022-2023. The PriSUD-Nordic project has formal ethical approval related to all work packages.

**Conclusions:** PriSUD-Nordic will be the first research project to investigate the epidemiology and the lived experiences of people with SUD in the Nordic prison population. Successful research in this field will have the potential to identify significant areas of benefit and will have important implications for ongoing policy related to interventions for SUD in the prison population.

**International Registered Report Identifier (IRRID):** DERR1-10.2196/35182

**(JMIR Res Protoc 2022;11(3):e35182)** doi:10.2196/35182

**KEYWORDS**
substance use disorders; prison; criminal justice; epidemiology; mixed methods; harm reduction; treatment

**Introduction**

Globally, more than 30 million people are released from prisons each year [1], and the number is increasing [2,3]. Among people in prison, a large proportion have a history of drug use and substance use disorders (SUDs) [4,5]. A systematic review and meta-analysis found that the pooled prevalence estimate for SUD was 51% among women and 30% among men [4].

The harm caused by SUD, including the use of illicit substances as well as alcohol and other legal substances, is a significant contributor to the burden of disease [6]. Individuals with SUDs have a higher risk of premature death, ranging from 4-fold increased mortality among persons with alcohol use disorder [7] to 15-fold increased mortality among persons with opioid use disorder [8]. During 2015, 28 million years of healthy life (ie, disability-adjusted life years) were lost worldwide due to premature death and disability caused by drug use [7], with a heavier burden among socially disadvantaged groups, such as the prison population. People with SUD in prison thus constitute a group of people who are marginalized in terms of both their substance use and their incarceration, and they suffer disproportionately from poor physical and mental health, infectious diseases, social marginalization, and economic disadvantage [9].

A continuing challenge in public health is to provide services to the people who need them the most and who are the hardest to reach. Prisons may provide a unique opportunity for health interventions: a high proportion of people in prison have untreated SUD and, in prison, they are reachable for a predictable amount of time. The detection of mental health problems and SUDs, followed by adequate treatment and the introduction of harm reduction measures, may, from a public health perspective, represent a turning point in promoting SUD treatment in a highly disadvantaged group. However, the provision of health services in prison, worldwide, is characterized by large variations within a spectrum ranging from no health services to universal health coverage, with the Nordic countries being examples of the latter [10,11]. Where high-quality health services are offered to prisoners, prison is one of the few settings where health service agencies can engage in regular contact with marginalized populations that typically have precarious lifestyles when not imprisoned.

Advancing our knowledge of traditionally marginalized and understudied groups, such as people with SUD in prison, is essential to understanding social disparities in health. In addition, this is a precondition for planning the most appropriate interventions among people with SUD in prison. According to the World Health Organization (WHO), the public health importance of imprisonment is insufficiently recognized [12]. Despite the global situation characterized by incarceration of large numbers of people with SUD and the health problems associated with SUD, people in prison are underrepresented in public health research.

To address this challenge, the PriSUD (Diagnosing and Treating Substance Use Disorders in Prison)-Nordic project aims to investigate the epidemiology of SUD and explore the lived experiences of people with SUD in the Nordic prison population during three different periods: the time before imprisonment, the time during imprisonment, and the time after release.

To reach the aims of the PriSUD-Nordic study, we have put together a multidisciplinary research group that will analyze a wide range of existing, high-quality Nordic registry data combined with analysis of qualitative data based on ethnographic fieldwork and semistructured interviews. All the scientific aims have interlinking health and methodological perspectives as well as work packages (WPs). The WPs are related to (1) epidemiology (WP I), (2) risk assessment (WP II), and (3) qualitative methods (WP III; Table 1).
Table 1. Scientific aims, interlinked health and methodological perspectives, and work packages (WPs) for the periods prior to, during, and after imprisonment.

<table>
<thead>
<tr>
<th>Time period and aim</th>
<th>Health perspective</th>
<th>Methodological perspective</th>
<th>WP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prior to imprisonment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investigate the prevalence of SUD (^b) among the prison population before incarceration in Scandinavia</td>
<td>Determine the burden of SUD-related problems and selection of persons with SUD who are in prison</td>
<td>Does registry data capture the prevalence of SUD across the Scandinavian countries?</td>
<td>I</td>
</tr>
<tr>
<td>Investigate the prevalence of mental and physical health problems before incarceration among the prison population</td>
<td>Determine the burden of mental and physical health problems and selection of persons with such problems who are in prison</td>
<td>Does registry data capture the prevalence of mental and physical health problems across the Scandinavian countries?</td>
<td>I</td>
</tr>
<tr>
<td><strong>During imprisonment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test a risk assessment tool based on OxRec (^c) for identification of persons with SUD in need of treatment interventions</td>
<td>Identify persons in need of treatment based on routinely collected data</td>
<td>Improving risk assessment by testing and externally validating the OxRec instrument in the Nordic countries</td>
<td>II</td>
</tr>
<tr>
<td>Investigate and compare the availability of treatment interventions during incarceration for SUD and non-SUD populations</td>
<td>Determine if adequate treatment is offered in line with health policies and whether the availability of treatment for persons with SUD (first aim) differs from persons without SUD</td>
<td>Is registry data a valid source when estimating treatment availability in prison?</td>
<td>I</td>
</tr>
<tr>
<td>Investigate the nature, norms, mechanisms, and process of SUD treatment in Scandinavian prisons</td>
<td>Determine how SUD treatment is implemented and integrated into the prison context</td>
<td>How can qualitative analysis complement and support register data on health in prison research?</td>
<td>III</td>
</tr>
<tr>
<td><strong>Postimprisonment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investigate and compare postrelease outcomes</td>
<td>Determine effects of in-prison treatment on postrelease outcomes regarding health, social welfare, and recidivism</td>
<td>How can variables from different countries be aligned to fully compare outcomes?</td>
<td>I</td>
</tr>
<tr>
<td>Investigate postrelease narratives among former prisoners</td>
<td>Describe challenges and opportunities for persons released from prison as perceived by participants in WayBack (a nonprofit foundation that helps prisoners return to society)</td>
<td>How can qualitative prison research guide, improve, and support implementation of health interventions in the postrelease context?</td>
<td>III</td>
</tr>
<tr>
<td>Test a risk assessment tool based on OxRec for identification of persons with a need for additional follow-up postrelease</td>
<td>Identify persons with a high risk of substance use postrelease to prevent relapse to substance use, crime, overdose, and other high-risk events</td>
<td>Improving risk assessment by testing and externally validating the OxRec instrument in the Nordic countries</td>
<td>II</td>
</tr>
</tbody>
</table>

\(^{a}\)WP I is related to epidemiology, WP II is related to risk assessment, and WP III is related to qualitative methods.

\(^{b}\)SUD: substance use disorder.

\(^{c}\)OxRec: Oxford Risk of Recidivism Tool.

**Methods**

**Overview**

Prisons are situated in complex social, cultural, and political contexts and are dependent on social, structural, and historical factors. The experience of imprisonment is shaped by the characteristics of the individual prisoners as well as relational, structural, and regime factors. This makes a multidisciplinary mixed methods approach relevant, as it includes the methodological perspectives of epidemiological quantitative methods and ethnographic qualitative methods. Mixed methods enable investigators to integrate qualitative research and qualitative data conceptually and analytically with traditional epidemiological and quantitative research methods to facilitate translation. Mixed methods will help us understand not just whether an intervention works but how, why, for whom, and under what circumstances it works [13].

**Epidemiological Approach (WP I)**

A large part of the project will be based on data from nationwide public registries. This approach has several advantages: low costs, it covers the entire population, and it provides longitudinal data with controllable attrition [14-16]. The methodology—linking data through personal identification numbers to construct rich longitudinal data sets—is an important feature of PriSUD-Nordic. Typically, individual data are collected either in clinical studies, with limited follow-up time to measure posttreatment outcomes, or from registries only, excluding patient-reported outcomes. Treating these data sources as complimentary will harness the strengths of both. When performing multinational studies, problems concerning different data custodians are common: ethical and cross-jurisdictional data-sharing restrictions prevent the direct sharing of individual-level data. To account for these issues, PriSUD-Nordic will use a two-step, individual participant data meta-analysis (IPDMA) [17], described in detail in the Data Analysis Plan section.
**Risk Assessment (WP II)**

Big data and machine learning are hot topics in health and medical research [18]. With increasing amounts of data available, new opportunities for statistical analysis arise. One promising method is using risk assessment tools, often referred to in medicine as prognostic models, prediction models, prediction rules, or risk scores [19]. Using data that are routinely collected among the population in question allows risk assessments tools that are used as adjuncts to be employed as practical and easy-to-use guides; these can assist clinicians, other health personnel, or prison staff in decision-making, raising the ceiling of expertise, and potentially enabling more evidence-based approaches to delineate treatment pathways.

We intend to complement the epidemiological research with a translational approach in which we test an evidence-based and scalable risk assessment tool based on the Oxford Risk of Recidivism Tool (OxRec), which was developed by the Forensic Psychiatry and Psychology group at the University of Oxford [20]. This tool requires new external validations in Nordic samples. We will test the performance of this prediction tool in new cohorts of released prisoners and consider whether it needs recalibration. In addition, we will examine how such a tool, if the external validation is promising, can be translated into practice and, in particular, whether it can be used to identify prisoners at risk of reoffending who need additional substance use treatment or other interventions, such as more regular follow-up or links with community health services.

**Qualitative Approach (WP III)**

Qualitative health research methods are underused in public health research [21]. It is well established in penological research that prisons provide an environment often characterized by a series of lacks, including the lack of predictability, autonomy, and purpose [22,23]. When investigating the epidemiology of SUD among people in prison using longitudinal registry data, it is, therefore, highly relevant to take the specific context of the prison into account. Two methods will be at the center of the qualitative research: ethnographic fieldwork and semistructured interviews. The focus will be on identifying challenges to successful treatment in prison and on the prison as a specific arena for treatment interventions.

Qualitative methods can provide background and depth to epidemiological and statistical analysis, which may be helpful when developing hypotheses and research design. Qualitative analysis can also help validate or challenge the interpretation of quantitative results by developing knowledge of processes, mechanisms, and explanatory models behind the results. In addition, qualitative methods can inform the development and implementation of interventions, guidelines, and recommendations that may result from the research project.

Finally, qualitative approaches will provide increased insight into the combination of, or conflict between, health and welfare-oriented goals (ie, treatment, increased health, and well-being) on the one hand, and penal goals in prison settings (ie, punishment, control, security, and retribution) on the other hand.

**Research Opportunity in Nordic Prison Settings**

The Nordic countries are in an ideal position to perform world-class quality research on substance-related public health challenges. This is partly because all the Nordic countries collect individual-level data in the form of various national registries, including rich health and social services data. The countries have publicly financed health care, available to those who need it regardless of their financial situation. The similarities in societal development across the Nordic countries makes the Nordic region ideal for comparative studies within health and SUD. By investigating postrelease outcomes regarding health, social welfare, and recidivism, the output from PriSUD-Nordic will help us understand what characterizes best-practice interventions.

The Nordic countries have enormous potential for synergy, with strong health care registries, publicly owned universities and university hospitals, and a high appreciation for medical research among the public and politicians. In the recent Nordic White Paper on Medical Research, national registries were identified as a specific area where coordinated actions and determined cooperation could bring the Nordic region into a unique, global leadership position [24]. Because of all the benefits, Norwegian and Nordic research councils are currently promoting the use of national registries [24]. PriSUD-Nordic will use the full potential of these registries by applying a methodology designed specifically for multinational studies.

**Study Population and Data Sources**

The Scandinavian prison cohorts will include approximately 500,000 individuals. The Norwegian prison cohort (approximately 100,000 individuals) includes all people in Norwegian prisons during the period from 2000 to 2019. The Danish prison cohort (approximately 250,000 individuals) includes people released from prison or on probation during the period from 2000 to 2012. The Swedish cohort (approximately 150,000 individuals) includes all people released from prison or on probation during the period from 2000 to 2013. All the national cohorts are drawn from the national prison registries and will be linked to (1) national cause of death registries, (2) national prescription databases (excluding the Norwegian cohort), (3) national patient registries, (4) police and crime registries, and (5) data on socioeconomic conditions. See Table 2 for a more detailed description of the national registries.
Table 2. Types of registries and data and their descriptions.

<table>
<thead>
<tr>
<th>Type of registry or data</th>
<th>Description(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>National prison registries</td>
<td>National prison registries include a range of personal data on people imprisoned in each country, including age, gender, convictions and sentences, and the actual time spent in prison. The registries also include some information on participation in correctional interventions.</td>
</tr>
<tr>
<td>National cause of death registries</td>
<td>National cause of death registries include the cause of death based on the ICD-10(^b). The registries include all residents of the country at the time of death. The registries are based on death certificates and information that is coded at a national level.</td>
</tr>
<tr>
<td>National prescription databases</td>
<td>National prescription databases contain information on all prescription drugs, whether reimbursed or not, dispensed by pharmacies to individual patients. All drugs are classified according to the Anatomical Therapeutic Chemical classification system.</td>
</tr>
<tr>
<td>National patient registries</td>
<td>National patient registries include information on all patients receiving hospital-level care in both inpatient and outpatient facilities and acute and emergency services for mental and somatic illnesses. The national patient registries also include birth date, county of residence, date of admission, date of discharge, and primary and secondary diagnoses, according to the ICD-10.</td>
</tr>
<tr>
<td>Police and crime registries</td>
<td>Police and crime registries include information on all registered criminal cases, including identified offenders. They provide data on several prosecuting decisions, such as formal charges leading to conviction, formal charges leading to acquittal, and fines. In addition, these registries contain dates for offences and convictions.</td>
</tr>
<tr>
<td>Data on socioeconomic conditions</td>
<td>Data on socioeconomic conditions include information on employment, income, and social benefits.</td>
</tr>
</tbody>
</table>

\(^a\)The registry descriptions are intended as an overview and may vary across countries.

\(^b\)ICD-10: International Classification of Diseases, Tenth Revision.

Data Analysis Plan

Evidence from randomized controlled trials is rarely available for studies on the treatment of SUDs, as the randomized controlled trial design has ethical challenges related to harmful substances. Therefore, most studies on SUDs are observational. In such studies, associations between exposure and outcome can be explained by true causation, reverse causation, or confounding. Methods to support causal inference in observational studies are required. The PriSUD-Nordic project will adopt newly developed causal inference methods, such as nearly saturated propensity score matching, instrumental variable methods, and inverse probability weighting [25].

The quantitative part of the study is a linked registry-based cohort study. All data will be analyzed using the two-step IPDMA method. Methodologically, it allows for consistent inclusion and exclusion criteria across countries and has been successfully applied to other studies [17,26]. This method has several advantages. Because data are initially analyzed locally, we remove hurdles associated with sharing sensitive individual-level data across local jurisdictions. Thus, local investigators are provided with an opportunity to convey the nuances of data. It allows for consistent adjustment for confounding factors that may explain differences in findings across countries; in addition, it increases the clinical relevance of findings by providing the opportunity to explore clinical questions that cannot be answered by the individual countries alone [17].

The interviews will be conducted following a semi-structured interview guide, based on a scoping review of the current knowledge within the field. Some of the overall themes in the interview guide may include social relations, support and marginalization, health and addiction, and motivation for treatment. A combination of thematic and inductively developed analytic codes will be employed. The focus will be on identifying challenges to successful treatment and the prison as an arena for treatment interventions.

Ethics Approval

People in prison form a disadvantaged group in a coerced setting that carries a heavy burden of problems. This requires increased awareness of ethical boundaries by investigators and research personnel and highlights the need for scientific knowledge about the group and their situation. No prisoners will be denied treatment or experience a reduction in the quality of treatment as a result of the research project. All efforts to ensure that data are treated confidentially and in accordance with existing legislation for research data will be followed, and the project will be conducted according to the Declaration of Helsinki.

WP I and WP II will be based on registry data from Norway, Sweden, and Denmark. The Norwegian registry linkage has been approved by the Regional Committees for Medical and Health Research Ethics (REC ID 2012/1401, 29513), the Norwegian Centre for Research Data (NSD ID 847562), and the Data Protection Officer at the Faculty of Medicine at the University of Oslo. The Swedish data linkage has been approved by the Regional Ethical Review Board in Stockholm (Dnr 2013/862–31/5) and has already been obtained. In Denmark, registry data can be used for research without ethical approval. To overcome the obstacles associated with sharing individual-level data across jurisdictions, data will be analyzed separately in each country. All data will be stored according to local regulations. All dissemination resulting from the study will contain group-based information. Thus, no individual participants will be identifiable.

The national registry studies (WP I and WP II) have been approved for exemption from the consent requirement. WP III is based on ethnographic fieldwork and semistructured
interviews. This part of the project has been approved by the Norwegian Centre for Research Data (NSD ID 964221). Informed written consent must be obtained from all participants.

User Involvement
User involvement will be integrated into the steering committee and the research group, which is represented by clinicians, policy makers, and user organizations. The Norwegian user organization WayBack [27] provides services in prison and helps build prosocial networks postrelease to prevent relapse into crime and drug use. WayBack will play an essential role in planning the project, discussing research questions for the papers in the project, and recruiting participants to interview (WP III). WayBack will also be involved in our plans to disseminate the study results to participants and the relevant wider communities (eg, choosing what information and results to share, when to share them, and in what format).

Results
PriSUD-Nordic was funded by The Research Council of Norway in December 2019, and funding began in 2020. Data collection is ongoing and will be completed in the first quarter of 2022. Data will be analyzed in spring 2022 and the results will be disseminated in 2022-2023.

Discussion
The Potential Impact of the Proposed Research
If our project proves to be successful, the knowledge and outputs generated from this project can provide new insight in order to solve challenges related to the United Nations’ Sustainable Development Goals. For instance, Goal 3 (Good Health And Well-being) includes Target 3.5 (Prevent and Treat Substance Abuse), which is to “strengthen the prevention and treatment of substance abuse, including narcotic drug abuse and harmful use of alcohol.”

An essential part of PriSUD-Nordic is developing organizational and methodological novelty to run a multi-organizational, multidisciplinary, and multinational research study. PriSUD-Nordic aims to develop new knowledge that contributes to better mental and physical health, improved quality of life, and better life expectancies among people with SUD in prison. More specifically, we anticipate that the aims outlined in the proposal will impact (1) establishment of a new knowledge base, (2) identification of treatment gaps and potential discrimination in treatment, and (3) provision of best-practice interventions.

Establishing a New Knowledge Base
To prevent or promote anything effectively, we first need to identify the risk factors and characteristics associated with a higher likelihood of specific outcomes. In the case of harmful substance use as an outcome, prevention must consider that risk factors related to SUD vary according to different social and political contexts and over the individual life course. Preventing further development of SUD requires interventions to meet the target group’s needs and consider vulnerable transitions in life, such as cycling in and out of prison.

Although several studies have described the prison population before entering prison [28,29], the complexity of SUD, along with other health-related problems and lifestyle factors, has not yet been addressed. There is an increasing recognition that lifestyle factors can be modified to improve health outcomes directly [30]. However, while many countries have established and implemented policies and interventions that address smoking, alcohol, nutrition, and physical activity among nonclinical groups, these lifestyle factors have been addressed less frequently among the prison population. Within these groups, unmet needs must be identified, and user-acceptable and user-accessible interventions must be further developed and implemented. The output from PriSUD-Nordic will be a new and improved knowledge base for fitting best-practice interventions for the prison population.

Identifying Treatment Gaps and Potential Discrimination in Treatment
Lives lost that are attributable to morbidity and mortality resulting from all causes of substance use have increased in the past decade [31], and data from the WHO suggest that only 7% of those with past-year SUDs received even minimally adequate treatment [32]. Among the prison population, the proportions are even smaller. This illustrates that mental health and the addiction field have lagged behind other areas of medicine in terms of resources for treatment and research, and the public health goal of reducing the world’s drug problems cannot be achieved without addressing SUDs with the same scientific commitment with which physical problems are addressed [33].

However, underuse of treatment can also result from the extensive and deeply seated stigmatization of substance users. Despite having poor health, many do not seek or receive health services [34]. Others receive lower-quality services and are judged as least deserving of health care [35]. This aspect is highlighted in the United Nations General Assembly Special Session (UNGASS) resolution, which aims to eliminate stigma and discrimination toward individuals with SUDs [36]. By investigating the need and availability of treatment interventions during incarceration based on the preprison burden of disease, the output from PriSUD-Nordic could identify treatment gaps and potential discrimination in treatment offered.

Providing Best-Practice Interventions
According to the recent UNGASS resolution, a comprehensive public health approach should offer accessible, evidence-based prevention, treatment, and recovery options during and following incarceration [37]. According to a seminal Lancet report, receiving treatment in prison is a human right [38].

The Nordic countries are in an ideal position to perform world-class quality research on today’s most pressing substance-related public health challenges. This is, in part, because all the Nordic countries collect individual-level data in the form of various national registries, including health and social services data. The Nordic similarities in terms of societal development makes the Nordic region ideal for comparative studies within health and SUD. Research across the Nordic countries and within Europe has a great advantage, as findings may be compared between nations. By investigating postrelease
outcomes regarding health, social welfare, and recidivism, the output from PriSUD-Nordic may contribute to the provision of best-practice interventions.
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Abstract

Background: Participation in ambulatory cardiac rehabilitation remains low, especially among older adults. Although mobile health cardiac rehabilitation (mHealth-CR) provides a novel opportunity to deliver care, age-specific impairments may limit older adults’ uptake, and efficacy data are currently lacking.

Objective: This study aims to describe the design of the rehabilitation using mobile health for older adults with ischemic heart disease in the home setting (RESILIENT) trial.

Methods: RESILIENT is a multicenter randomized clinical trial that is enrolling patients aged ≥65 years with ischemic heart disease in a 3:1 ratio to either an intervention (mHealth-CR) or control (usual care) arm, with a target sample size of 400 participants. mHealth-CR consists of a commercially available mobile health software platform coupled with weekly exercise therapist sessions to review progress and set new activity goals. The primary outcome is a change in functional mobility (6-minute walk distance),
which is measured at baseline and 3 months. Secondary outcomes are health status, goal attainment, hospital readmission, and mortality. Among intervention participants, engagement with the mHealth-CR platform will be analyzed to understand the characteristics that determine different patterns of use (eg, persistent high engagement and declining engagement).

**Results:** As of December 2021, the RESILIENT trial had enrolled 116 participants. Enrollment is projected to continue until October 2023. The trial results are expected to be reported in 2024.

**Conclusions:** The RESILIENT trial will generate important evidence about the efficacy of mHealth-CR among older adults in multiple domains and characteristics that determine the sustained use of mHealth-CR. These findings will help design future precision medicine approaches to mobile health implementation in older adults. This knowledge is especially important in light of the COVID-19 pandemic that has shifted much of health care to a remote, internet-based setting.

**Trial Registration:** ClinicalTrials.gov NCT03978130; https://clinicaltrials.gov/ct2/show/NCT03978130

**International Registered Report Identifier (IRRID):** DERR1-10.2196/32163

**(JMIR Res Protoc 2022;11(3):e32163)** doi:10.2196/32163
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### Introduction

Among older adults with ischemic heart disease (IHD), participation in ambulatory cardiac rehabilitation (CR) remains low despite decades of evidence about its benefits. Recent estimates suggest that fewer than two-thirds of eligible patients are referred, and even among those referred, only half attend the first session [1-3]. In addition to barriers faced by the general population (eg, limited facilities, competing time demands, high out-of-pocket costs, and prolonged wait time for space), older adults face additional barriers including lack of transportation, physical limitations, and sensory impairments that make it especially difficult to use existing CR paradigms [4,5]. Therefore, although older adults may have the greatest potential to benefit from CR because of their higher risk of adverse IHD-related sequelae, they are also the least likely to participate [4,6,7].

Mobile health CR (mHealth-CR) for IHD, which involves the delivery of rehabilitation via portable electronic devices, has proliferated rapidly in recent years [5,8,9]. mHealth-CR programs differ but typically include exercise documentation, hemodynamic assessment, video education, and electronic communication with an exercise therapist; these may be standalone components or adjunct to traditional ambulatory CR programs [5,9]. Although mHealth-CR has the potential to increase engagement by reducing participation barriers, it remains largely untested among the older adult population. It is therefore unclear what proportion of older adults with IHD (who may benefit the most) are able to engage with mHealth-CR and whether mHealth-CR leads to better outcomes than usual care in this population. In this paper, we describe the rehabilitation using mobile health (mHealth) for older adults with IHD in the home setting trial, which we designed to address this knowledge gap.

### Methods

**Overview**

The rehabilitation using mHealth for older adults with ischemic heart disease in the home setting (RESILIENT) trial (NCT03978130) is recruiting 400 participants with a hospital visit for IHD at 3 academic medical centers: the original 2 sites were New York University (NYU) Langone Health (New York, New York) and Yale New Haven Health (New Haven, Connecticut). The first participant was enrolled on September 1, 2020. A third site, University of Massachusetts (Worcester, Massachusetts), was added in March 2021 to enhance recruitment. For NYU Langone Health, participants are being enrolled at both the NYU Langone Medical Center (New York, New York) and the NYU Langone Hospital–Long Island Hospital (Mineola, New York). NYU Langone Health serves as the coordinating center for both study administration and data management. The primary objective of RESILIENT is to test whether mHealth-CR improves functional capacity, as measured by the 6-minute walk test (6MWT), compared with usual care. We hypothesize that 6MWD (6-minute walk distance) will show significant improvement among participants receiving the study intervention, compared with participants in the usual care arm. RESILIENT was designed using pragmatic trial principles [10], including broad eligibility, the use of existing staff (exercise therapists) to deliver the study intervention, and the inclusion of outcomes (eg, physical function, goal attainment, and quality of life) that have been repeatedly cited as important by older adults [11,12]. There are two study visits: the baseline visit will occur within 4 weeks of hospital discharge and the follow-up visit will occur 3 months after baseline. We chose 3 months for the duration of the study intervention to match the duration of typical CR programs and evaluate whether mHealth-CR promotes early functional recovery.

**Eligibility Criteria**

The phenotype of interest for RESILIENT is IHD, which is operationalized as a hospital visit for either acute myocardial infarction (AMI) or coronary revascularization (percutaneous
coronary intervention [PCI] or coronary artery bypass graft). We chose the hospital visit as the time of enrollment for two reasons: first, previous research has demonstrated that a serious medical illness or procedure can serve as a motivational moment for patients to adopt healthier lifestyles [13,14]; second, deconditioning often accompanies either hospital admission or procedural recovery [15]. As our focus is on understanding mHealth efficacy in older adults, only patients aged ≥65 years are eligible. The exclusion criteria (Textbox 1) were designed to minimize the risk of adverse events (eg, falls with exercise) and ensure that participants can comprehend the study intervention.

Textbox 1. Eligibility criteria for the rehabilitation at home using mobile health in older adults after hospitalization for ischemic heart disease trial.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Age ≥65 years</td>
</tr>
<tr>
<td>• Hospital visit for either acute myocardial infarction or coronary revascularization (percutaneous coronary intervention [PCI] or coronary artery bypass graft)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Nonambulatory or regular use of walker for ambulation</td>
</tr>
<tr>
<td>• Moderate or severe cognitive impairment—defined as cognitive impairment that interferes with daily function</td>
</tr>
<tr>
<td>• Unable or unwilling to consent</td>
</tr>
<tr>
<td>• PCI-related groin hematoma that precludes brisk walking</td>
</tr>
<tr>
<td>• Incarcerated</td>
</tr>
<tr>
<td>• Unable to use mobile health software in English or Spanish</td>
</tr>
<tr>
<td>• Severe osteoarthritis or joint replacement within the last 3 months</td>
</tr>
<tr>
<td>• Parkinson disease or other progressive movement disorder</td>
</tr>
<tr>
<td>• Projected life expectancy of &lt;3 months</td>
</tr>
<tr>
<td>• Clinical judgment concerning other safety or nonadherence issues</td>
</tr>
<tr>
<td>• Adverse event during the screening 6-minute walk test (drop in systolic blood pressure ≥15 mm Hg, chest pain, and ventricular arrhythmia)</td>
</tr>
</tbody>
</table>

Screening and Randomization

Participants are identified through daily electronic health record (EHR) screening of hospital lists with the index condition of AMI, elective PCI, or coronary artery bypass graft. Eligible cases are reviewed by a study physician (JAD, KM, SIC, LK) to ensure they meet the study criteria and are not a false-positive screen (eg, takotsubo cardiomyopathy may be screened by biomarkers, but this does not meet the phenotype of IHD). Potential participants are initially approached while still in hospital whenever possible or, if this is not feasible owing to off-hours procedures, within 48 hours of discharge. The baseline assessment is scheduled within 2 weeks of hospital discharge. After informed consent and completion of the baseline assessment, including the 6MWT (performed in-person at the study site), enrolled participants are randomized through a function in REDCap (Research Electronic Data Capture; Vanderbilt University) [16] to either the intervention (mHealth-CR) or control (usual care) arm in a 3:1 ratio, using permuted block randomization with variable block sizes of 4 and 8 (Figure 1). The rationale for 3:1 randomization is based on trial efficiency; more participants are enrolled in mHealth-CR than in usual care to have an adequate sample size to understand daily engagement with the intervention. Randomization is stratified by study site to ensure balance across intervention and control groups, given the likely between-hospital population differences. The randomization code was created by the study statistician (SA), and randomization assignments are given by the study coordinator following the 6MWT completion.
Figure 1. Rehabilitation using mobile health for older adults with ischemic heart disease in the home setting (RESILIENT) study design overview. Participants will be randomized in a 3:1 manner to receive mobile health cardiac rehabilitation (mHealth-CR) versus usual care. A target of 400 participants will be enrolled to retain 320 with evaluable end points (accounting for 20% attrition between baseline and 3 months). AMI: acute myocardial infarction; CABG: coronary artery bypass graft; PCI: percutaneous coronary intervention.

Study Outcomes

Primary End Point (Efficacy)
The primary efficacy endpoint is the change in 6MWD, reflective of functional capacity, as measured by the 6MWT. The 6MWT is performed during the baseline visit and at the 3-month follow-up visit by a blinded clinical assessor (exercise therapist or research nurse). At baseline, blinding is maintained by randomization occurring after 6MWT completion in a separate space to ensure that the 6MWT assessor is not present. During follow-up, the randomization group is not disclosed to the assessor by the study staff, and the study documentation with this information is not accessible by the 6MWT assessor. The concept of walking to measure functional capacity was introduced by Balke [17] in 1963, and 6MWD has been used since the 1980s as a robust and reproducible outcome in patients with comorbid illness [18-20]. Among patients with IHD, 6MWD correlates with several clinically meaningful outcomes, including cardiovascular events [21], hospitalization [22], and death [21,23,24]. Changes in 6MWD frequently used by ambulatory CR programs as a measure of effectiveness in patients with IHD [25]. More broadly, changes in 6MWD have been used as an end point in trials focused on a range of cardiovascular conditions, including IHD, and are associated with outcomes including mortality and hospitalization [19,26-28]. The feasibility and safety of measuring 6MWD in patients with IHD, even during inpatient hospitalization, have been demonstrated by previous studies [29,30].

Secondary End Points (Efficacy)
There are 5 prespecified secondary efficacy end points.

Goal Attainment
Goal attainment is defined as whether a person’s individual functional goals are achieved 3 months after hospital discharge and is measured using a 5-point goal attainment scale (GAS). Using the specific, measurable, achievable, realistic, and timely goal framework [11], the GAS describes the person’s expected level of goal achievement over 3 months, ranging from no change (scored as −2) to much-better-than-expected change (scored as +2). Scales are dynamically set according to a person’s needs, whereas the measurement of attainment is standardized. Goals are ascertained by study research coordinators, all of whom obtained structured training by a physician expert (LAJ) in goal attainment. Goal attainment, through goal-setting, is an especially important outcome in older adults who may begin an intervention with a variety of deficits (therefore necessitating individualized therapy toward realistic goals) [31].
**Participant-Reported Health Status**

Participant-reported health status will be measured using the 12-item Short Form Health Survey (general health status) questionnaire [32] and the Seattle Angina Questionnaire 7 (disease-specific health status) [33]. We have chosen these 2 instruments based on extensive validation and convenience of administration (<5 minutes). Changes between the 2 groups will be compared between baseline and 3 months.

**Changes in Activities of Daily Living**

Changes in activities of daily living (ADLs) are defined as any improvement or worsening in basic ADLs (BADLs) or instrumental ADLs (IADLs) over 3 months. BADLs are basic self-care behaviors, including feeding, toileting, bathing, dressing, transferring, and ambulating [34]. IADLs are activities that allow a person to live independently (eg, food preparation, medication management, transportation, shopping, managing finances, using the telephone, and housekeeping) [34].

**Hospital Readmission**

Hospital readmission is defined as an unanticipated overnight stay (including observation) in any hospital within 3 months of discharge. As these data are obtainable via the EHR, we also ascertain readmission events at 6 months and 1 year.

**Death**

Death is defined as death from any cause within 3 months of enrollment. Similar to readmission, we also ascertain death at 6 months and 1 year through the EHR. For both readmission and mortality, we acknowledge that we may not capture 6 months’ or 1 year’s events that occur outside of the study health systems, although external data linkages are becoming increasingly common.

**Implementation End Point (Engagement)**

We explicitly designed RESILIENT to enable the study of participant engagement with mHealth (an implementation end point) in addition to the efficacy end points. Our main measure of engagement is the weekly percent completion of the mHealth-CR program. Completion of mHealth-CR analyzed at weekly intervals allows us to determine distinct engagement trajectories throughout the 3-month study period. Weekly engagement is measured as the fraction of the following 11 elements completed each week: (1-7) daily entry of exercise data and relative perceived exertion (RPE); (8) completed weekly phone calls with exercise therapists; (9) at least one electronic communication with an exercise therapist; (10) watching an educational video (which varies by week); and (11) at least one home blood pressure (BP) measurement.

**Study Intervention**

Study participants randomized to the intervention (mHealth-CR) arm receive three components: (1) mHealth-CR software, (2) communication with an exercise therapist (in-hospital assessment or counseling followed by regular communication postdischarge), and (3) a wearable activity monitoring device. These components are designed to work in concert.

**mHealth-CR Software**

We have partnered with Moving Analytics, which has developed a commercial software platform to deliver mHealth-CR on portable electronic devices (Figure 2). To obviate barriers to portable electronic device ownership, participants will receive a tablet computer (Samsung Galaxy) with mHealth-CR software for the duration of the trial. Devices have cellular capability; therefore, home Wi-Fi access is not required. The software includes four components: (1) participant data entry of exercise duration and RPE; (2) a chat function where participants can communicate questions or concerns about symptoms to the exercise therapist (this is checked daily during weekdays); (3) weekly series of educational videos that are focused on secondary cardiovascular event prevention, addressing the following topics—introduction, understanding emotions, exercise guidelines, managing medications, having a heart-healthy diet, stress reduction, and smoking cessation; and (4) physiological measurement with an assessment of BP, heart rate, and physical activity. Participants are instructed by the exercise therapist to use the mHealth-CR app for at least 5 days each week. Training includes education on BP cuff use (cuff placement, seating position, and arm support). The same cuff (Omron HEM-9200T) is used for all the participants. Training also includes how to charge the tablet, how to enter the tablet, how to restart and switch the tablet on or off, how to close all windows, and how to return to the home page. All participants are also instructed to log-in to Moving Analytics with the research coordinator present and practice entering activity information. The software is available in English and Spanish. Engagement metrics (daily log-in, activity time on the app, number of exercise sessions logged, duration of exercise, and average weekly minutes of exercise) are captured as a component of the platform and can be analyzed retrospectively.
**Communication With the Exercise Therapist**

The intervention arm participants meet the therapist immediately after the baseline interview. This visit includes education on cardiac risk factor management, assessment of baseline functional status, and an introduction to the mHealth-CR software. A personalized exercise program has been designed and includes alternating aerobic exercise (walking and stair climbing) and low-level isometric resistance training (upper body strength exercises using elastic bands). Participants are recommended to exercise for at least 5 out of 7 days per week, with an ideal goal of 150 minutes per week of moderate-intensity exercise [35]; however, recommendations are tailored based on functional limitations. The therapist identifies potential barriers to this plan and develops mitigation strategies. Given our target population (age ≥ 65 years), the therapist also assesses home safety during the baseline interview to engage the participant in removing fall hazards at home, and if there is an additional concern, they determine eligibility for a home physiotherapist evaluation after discharge; a similar safety assessment has been successfully implemented in the Strategies To Reduce Injuries and Develop Confidence in Elders study [36]. After this baseline visit, home exercise intensity is rated daily by participants on the mHealth-CR software, using RPE on the Borg Scale (target range 11-14) [37]. The exercise therapist then makes phone contact with the participants in week 1 and weekly (by phone) for the remainder of the study. Exercise recommendations are titrated during calls based on self-reported RPE and a review of activity data. As traditional ambulatory CR is currently the standard of care, participants will also receive a 1-page document containing information about traditional ambulatory CR, including the local facility phone number and recommendations to discuss with their cardiologist. In the interest of a pragmatic trial, referral to traditional ambulatory CR is not mandated for all participants but is left to the discretion of the treating inpatient or outpatient cardiologist (dependent on local practice patterns). Attendance to these programs is captured at 3 months by participant interviews and verified by an EHR review.

The intervention follows the United States’ *Physical Activity Guidelines for Americans, second edition* [38], which has been endorsed by the American Heart Association. The specific guidance is as follows:

- At least 150 minutes of moderate-intensity exercise per week, or 75 minutes of vigorous-intensity aerobic physical activity, or an equivalent combination. Activity should be spread throughout the week (eg, 5 sessions of 30 minutes each).
- If 150 minutes of moderate-intensity activity is reached, participants will be encouraged to increase to 300 minutes of activity.
• Muscle-strengthening activities take place at least 2 days per week. For purposes of the RESILIENT trial, participants are provided with elastic resistance bands and trained on their use at the time of the baseline visit. They are trained to perform upper and lower body exercises using these bands. Each participant is provided with 3 levels of resistance bands to allow for progression and to be able to adjust resistance for the various exercises.

• For those unable to achieve at least 150 minutes of moderate-intensity exercise (eg, owing to functional limitations), lower exercise targets are adapted as endorsed by the guidelines. The principle of move more, sit less will is also recommended.

• Balance training is also incorporated into the treatment plan, as recommended by the guidelines, as they pertain to older adults.

Exercise therapists for the trial have at least a master’s level training in exercise therapy. As clinically trained professionals, they may adapt the intervention based on individual study participants’ physical or sensory limitations or specific rehabilitation needs. This concept is similar to traditional rehabilitation, in which the intervention is individualized.

**Wearable Activity Monitoring Device**
Participants are provided with a Fitbit Inspire or Fitbit Inspire 2 wearable wrist device (Fitbit Inc). This is a commercially available product that measures physical activity based on the number of steps per day. Activity is categorized (based on step count) as sedentary or mildly, moderately, or vigorously active. Heart rate information is also collected by the Inspire 2 model, which was adopted after the first 26 participants. Data are automatically uploaded daily to Moving Analytics and are viewable by both the study participant and the exercise therapist. Weekly phone calls with the exercise therapist include a review of activity data, including the percentage of time spent for each category and total daily step count.

**Usual Care**
In accordance with current guidelines [2], participants in both study arms receive information about ambulatory CR at the time of hospital discharge, with the phone number of the program at their respective hospital and guidance to discuss this option with their cardiologist. Therefore, receipt of the mHealth-CR intervention does not preclude participants from attending traditional ambulatory CR. However, in the interest of a pragmatic clinical trial, we do not provide additional incentives (eg, transportation to ambulatory CR) that may further reduce traditional barriers. Similarly, we do not mandate referral to ambulatory CR at the time of hospital discharge because this does not reflect current care patterns at study sites (in current practice, a referral is performed by the outpatient cardiologist). Attendance at traditional CR is captured at the 3-month follow-up visit.

**Study Visits**
All participants undergo a baseline visit and a 3-month ambulatory visit, led by a research coordinator who measures the elements listed in Table 1. The baseline visit, which lasts up to 2 hours, occurs either in the hospital or within 2 weeks of hospital discharge. The follow-up visit lasts up to 1 hour. Between visits, all participants undergo telephone assessments of BADLs and IADLs at 1 and 2 months to capture dynamic changes in these measures. Participants in the intervention arm also receive a baseline visit by an exercise therapist (up to 1 hour), regular phone calls (20 minutes), mHealth software, and a Fitbit activity monitoring device. Phone calls follow a structured template to ensure consistency of the study intervention. All study participants receive a US $25 ClinCard payment after completion of the baseline visit and an additional US $90 ClinCard payment after completion of the 3-month follow-up visit.
Table 1. Timeline for study participants.

<table>
<thead>
<tr>
<th>Study arm</th>
<th>Baseline (in hospital)</th>
<th>Home activities</th>
<th>3 months (ambulatory)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Study arm</strong></td>
<td><strong>Baseline (in hospital)</strong></td>
<td><strong>Home activities</strong></td>
<td><strong>3 months (ambulatory)</strong></td>
</tr>
<tr>
<td>Intervention and control arms (^a)</td>
<td>In-person assessment</td>
<td>Monthly activities of daily living assessment</td>
<td>In-person assessment</td>
</tr>
<tr>
<td></td>
<td>• Demographics</td>
<td></td>
<td>• Weight and blood pressure</td>
</tr>
<tr>
<td></td>
<td>• Height, weight, blood pressure</td>
<td></td>
<td>• 6-MWT</td>
</tr>
<tr>
<td></td>
<td>• 6-MWT(^b)</td>
<td></td>
<td>• Health status (SF-12 and SAQ-7(^c))</td>
</tr>
<tr>
<td></td>
<td>• Health status (SF-12(^d) and SAQ-7(^e))</td>
<td></td>
<td>• Activities of daily living</td>
</tr>
<tr>
<td></td>
<td>• Activities of daily living</td>
<td></td>
<td>• Goal attainment scaling (GAS(^f))</td>
</tr>
<tr>
<td></td>
<td>• Cognition (MOCA(^g))</td>
<td></td>
<td>• Depression (PHQ-9)</td>
</tr>
<tr>
<td></td>
<td>• Goal attainment scaling (GAS(^h))</td>
<td></td>
<td>• Frailty elements</td>
</tr>
<tr>
<td></td>
<td>• Depression (PHQ-9)</td>
<td></td>
<td>• Hospital readmissions</td>
</tr>
<tr>
<td></td>
<td>• Frailty elements (^i)</td>
<td></td>
<td>• Chart abstraction</td>
</tr>
<tr>
<td></td>
<td>• Chart abstraction</td>
<td></td>
<td>• Hospital readmission (verification) (^j) and attendance at traditional cardiac rehabilitation</td>
</tr>
<tr>
<td></td>
<td>• Comorbidities, medications, and laboratory values</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **Intervention arm**
  - Exercise therapist assessment
  - Education on cardiac risk factor management
  - Ascertainment of home environment and mobility barriers
  - Introduction to the mobile health–cardiac rehabilitation software platform
  - Personalized exercise plan
  - Daily therapist-directed activity (walking and upper extremity resistance training)
  - Daily mHealth data entry
  - Weekly therapist phone call (counseling or activity review)
  - Weekly video education
  - Weekly blood pressure
  - Fitbit activity tracking and review
  - System Usability Scale

---

\(^a\) Intervention and control participants will also receive referral to traditional (ambulatory) cardiac rehabilitation at hospital discharge but not mandated or facilitated attendance of first visit. Usual first ambulatory cardiac rehabilitation visit at New York University and Yale takes place within 4 weeks.

\(^b\) 6MWT: 6-minute walk test (this will be performed by a blinded research nurse).

\(^c\) SF-12: 12-item Short Form Health Survey.

\(^d\) SAQ-7: Seattle Angina Questionnaire 7.

\(^e\) MOCA: Montreal Cognitive Assessment.

\(^f\) GAS: goal attainment scale.

\(^g\) PHQ-9: Patient Health Questionnaire 9.

\(^h\) On the basis of the 3/5 criteria: unintentional weight loss, weak grip strength (dynamometer), exhaustion, slow gait, and low physical activity.

\(^i\) Hospital readmission will also be ascertained at 6 and 12 months through electronic health record review.

---

Treatment fidelity is monitored based on principles outlined by the National Institutes of Health’s Behavior Change Consortium (Multimedia Appendix 1) and as described in a review by Borrelli [39]. Specifically, encounters for the first 50 intervention participants are audiorecorded and rated by 2 study investigators (JAD and AS) using a structured tool to prevent protocol deviations by exercise therapists. After the first 50 participants, we will review a random sample of 20% of audiorecorded encounters. If an individual exercise therapist falls below the a priori performance criterion (ie, a rating below the midpoint of the structured tool) based on an ongoing review of this random sample, the individual remediation will take place through a 1:1 feedback session with an expert in behavioral interventions (AS), who is part of the study team. In addition, a return to 50% monitoring may be warranted. The components evaluated include (1) length of encounter, (2) number of elements covered (eg, review of exercise activity, review of log-in frequency, addressing barriers to activity, and planning exercise for the next week), and (3) nonspecific factors (empathy and communication style) that may influence the success of the intervention.

### Study Management

The Steering Committee consists of the principal investigator (JAD), a biostatistician (SA), and coinvestigator (AS). Moreover, 3 data safety monitoring board (DSMB) members (2 cardiologists and 1 biostatistician) have also been appointed by the National Institute on Aging. The DSMB meets biannually to review recruitment and monitor participant safety.

### Participant Safety

The safety end point includes (1) fall-related injury (operationalized as any fall requiring acute medical care); (2) hospitalization for acute coronary syndrome; and (3) hospitalization for unstable arrhythmia. Separately, among intervention participants, study staff monitor potential exercise-related adverse events on an ongoing basis. Points of contact include weekly phone calls with the exercise therapist and electronic communication via the mHealth app, which is
checked daily. All adverse events are reported to the principal investigator and the DSMB. To reduce the likelihood of these events, participants complete the baseline 6MWT before randomization; if any adverse event occurs during the 6MWT (eg, a drop in systolic BP ≥15 mm Hg, chest pain, or ventricular arrhythmia), participants are deemed ineligible for the trial. Other exclusion criteria (severe osteoarthritis, recent joint replacement, and moderate or severe cognitive impairment) are also intended to minimize risk. Previous studies on home-based CR have reported that adverse events are uncommon [40,41].

**Statistical Analysis**

**General**

Statistical comparisons will be performed after enrollment of the full study sample, using 2-sided significance tests and 2-sided CIs; no interim comparative analyses are planned. We will then analyze all analyses with descriptive summary statistics and graphical displays of all variables, with attention to assessing balance in these characteristics by study group assignment and by assessing the distribution of variables relevant to the choice of statistical tests.

**Primary End Point Analysis**

We will assess the difference in 6MWD by calculating difference scores for each participant and comparing the intervention and usual care groups with independent group t tests (2-tailed), allowing for unequal variances. We will also regroup 3-month 6MWD on a binary indicator of the treatment group, with adjustment for a baseline 6MWD and the stratification factor (enrollment site). Although randomization should obviate the need for additional adjustment, we will explore whether adjustment for participant-level characteristics (eg, demographic factors or referral to ambulatory CR) is necessary, using the change-in-estimate criterion. We realize that engagement with the mHealth-CR program may also affect attendance and engagement with structured ambulatory CR programs. We intend to explore this as a mediator of the effect of the assignment to the intervention arm. We will use structural equation models to estimate the direct and indirect effects of mHealth, where the direct effect is that of mHealth-CR on the 6MWD, and the indirect effect is mediated through the attendance for structured ambulatory CR.

**Secondary End Point Analysis**

Analysis of secondary efficacy end points will proceed in a similar fashion to that of the primary end point.

For *goal attainment*, goals are set with participants at baseline, and *goal attainment* will be assessed at 3 months using a score ranging from −2 to +2 for each participant. To preserve the ordinal nature of the data, we will calculate a median GAS score and then compare the treatment and control groups using a Wilcoxon–Mann–Whitney rank-sum test [42]. We will also compare the percentage of participants in the treatment and control groups who met their expected level of goal attainment (defined as a score of 0, +1, or +2) using a chi-square test.

Health status at 3 months will be assessed using linear regression with adjustment for baseline levels and a binary treatment indicator; if necessary, health status scores will be log-transformed to improve the approximation to normality. ADLs (BADLs and IADLs) will be assessed using longitudinal models for monthly scores, with indicators to incorporate time, a binary indicator of treatment group, and patient-level random effects to accommodate repeated assessments within individuals; if monthly scores are not approximately normally distributed, suitable transformations will be sought. Hospital readmission and death will be evaluated using Kaplan-Meier estimates, tested with log-rank statistics, and investigated using Cox proportional hazard models with adjustment for confounders if necessary. As with the models for the primary end point, in each model described, we will assess the need for adjustment for confounders using the change-in-estimate criterion.

**Engagement Analysis**

Among participants offered mHealth-CR, we will conduct latent class analysis to identify engagement profiles and explore whether these factors indicate membership in a class; these models will use maximum likelihood estimation, implemented with the iterative expectation–maximization algorithm, to identify a latent class solution for the set of indicators. We will evaluate the model fit using the $G^2$ statistic and compare models with the likelihood-difference test for nested models and the Akaike and Bayesian information criteria for nonnested models. Although we have identified four potential classes a priori (sustained engagement, disengagement, re-engagement, and deteriorating engagement), we will use the parametric bootstrap likelihood ratio test to select the optimal number of classes supported by the data in conjunction with the Akaike information criteria and Bayesian information criteria. The output of the model will be a set of *item-response* probabilities giving the likelihood of a particular characteristic within each latent class and a set of posterior predicted probabilities of latent class membership; uncertainty in predicting class membership will be summarized using the odds of correct classification diagnostic tool.

Although the engagement analysis is largely exploratory (given the paucity of data on mHealth-CR engagement), guided by literature related to engagement in other technologies, we will test whether the trajectory classes differ based on the following characteristics: age (≥80 years), sex, race or ethnicity, comorbidity burden (≥2 chronic medical conditions), frailty, social support (based on living alone), and depressive symptoms (based on Patient Health Questionnaire 9).

**Power Considerations**

We designed our sample size to detect a clinically meaningful difference between treatment arms in our primary efficacy end point, which is the change in the 6MWD from baseline to 3 months. A recent meta-analysis [25] found an average difference in the 6MWD of approximately 60 meters before and after traditional CR. Perera et al [43] determined that this degree of change in the 6MWD is clinically meaningful based on its relationship to other health status measures. However, Minneboo et al [27] also estimated an improvement in the 6MWD in a control group by approximately 35 m. Therefore, we require adequate power to detect a difference among groups with <25 m in change in the 6MWD (ie, the difference between a 60-m improvement in the intervention arm and a 35-m improvement
Results

As of December 2021, the RESILIENT trial has enrolled 116 participants. Enrollment is projected to continue until October 2023. The trial results are expected to be reported in 2024.

Discussion

The RESILIENT study will evaluate whether mHealth-CR improves functional mobility in older adults with IHD and a range of secondary outcomes, including goal attainment, health status, and hospital readmission. To our knowledge, RESILIENT is the largest trial to date for mHealth-CR in an older adult population. We designed this study in light of an aging US population that faces many current impediments to attending traditional ambulatory CR, including transportation barriers and physical impairments, coupled with widespread dissemination of mobile technologies that enable the delivery of CR at home.

Despite the promise of mHealth-CR, definitive evidence of its efficacy among older adults is lacking. Although a recent systematic review reported that mHealth-CR programs led to similar functional mobility and better adherence compared with traditional ambulatory CR programs, most trial participants were <65 years of age [45]. Furthermore, although mobile technology use has increased among the older adult population, it still lags considerably compared with younger patients, and there are many residual barriers to technology adoption, including utility cost (frustration with technology and resistance to change), physical limitations (vision impairment and arthritis), and cognitive challenges (poor memory and impaired reasoning) [46]. Any of these barriers may preclude successful patient engagement with mHealth-CR and limit its effectiveness in older adults. Similar factors may also lead to early termination of mHealth-CR even after successful initial engagement, a phenomenon that has been documented with other mHealth interventions targeted at physical activity [47]. Additional priorities for older patients (eg, clinical visits with multiple specialists) may also compete for patients’ time and limit the number of mHealth-CR sessions completed.

With these barriers in mind, we designed RESILIENT as a hybrid intervention in which the use of the mHealth app is supported by a baseline visit and weekly phone calls by an exercise therapist. These clinical encounters serve to establish rapport between the exercise therapist and study participant, evaluate functional limitations and home safety, and address person-specific barriers to technology use. Although the coupling of human intervention with mHealth technology may limit the scalability of the intervention (as the success of RESILIENT is partially dependent on the proficiency of exercise therapists working at the study sites) and may make it difficult to disentangle the effects of human interaction versus the direct benefit of the mHealth platform, we feel that this tradeoff is necessary to provide the intervention with the best chance of success in the context of the target population. We have built-in auditing of these encounters and direct feedback to ensure the fidelity of the study intervention.
Another decision we made in the design of the RESILIENT trial was to enable both intervention and usual care arm participants to receive traditional ambulatory CR. An alternative strategy, which has been adopted by some trials, would have been a head-to-head study of mHealth-CR versus ambulatory CR. However, we feel that denying older adults access to traditional ambulatory CR in light of limited information about mHealth-CR’s efficacy was not in accordance with the standard of care. In the context of our study, mHealth-CR may therefore serve to reinforce behaviors learned in ambulatory CR among those who attend or as a replacement for those who cannot. Accordingly, we will analyze the heterogeneity of the treatment effect among these 2 subgroups.

We have attempted to minimize bias in the RESILIENT trial through randomized treatment allocation, blinded assessment of the primary end point, and a multicenter design that includes a diverse population. However, we acknowledge that there are several potential sources of residual bias. First, as with any clinical trial, there is selection bias as people who agree to enroll are likely to be more motivated than the general patient population, typically with higher health literacy and a lower burden of chronic illness. Second, there is the potential for transfer bias whereby there may be a differential loss to follow-up in the intervention versus control arms. To minimize this possibility, participants in the control arm receive regular calls from the research coordinator to maintain a connection to the study, and the 3-month visit is scheduled on the same day as a clinical encounter whenever possible to minimize barriers to follow-up.

The generalizability of the RESILIENT trial may be limited by factors including a limited number of study sites, availability of the software only in English or Spanish, and use of a proprietary software from a single company. Furthermore, our intervention pairs the expertise of exercise therapists with an mHealth-CR platform, and positive findings should not be construed as the software platform being effective as a standalone product. We designed the intervention to couple in-person contact with the capabilities of mHealth to guide and reinforce healthy behaviors. In our opinion, this pairing of technology with human interaction—especially in an older adult population that may have limited technological proficiency—provides the best chance of success.

In summary, the RESILIENT trial will generate important evidence about the efficacy of mHealth-CR among older adults in domains including functional mobility, health status, and goal attainment. Moreover, patterns of engagement with mHealth-CR (eg, sustained engagement, declining engagement, and persistent low engagement) will be analyzed to understand the characteristics that predict different trajectories. These findings will help in designing future precision approaches to mHealth implementation and in understanding which patients are likely to engage. This knowledge is especially important in light of the COVID-19 pandemic, which has shifted much of health care to a remote, internet-based setting.
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- 6MWD: 6-minute walk distance
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- ADL: activity of daily living
- AMI: acute myocardial infarction
- BADL: basic activity of daily living
- BP: blood pressure
- CR: cardiac rehabilitation
- DSMB: data safety monitoring board
- EHR: electronic health record
- GAS: goal attainment scale
- IADL: instrumental activity of daily living
- IHD: ischemic heart disease
- mHealth: mobile health
- mHealth-CR: mobile health cardiac rehabilitation
- NYU: New York University
- PCI: percutaneous coronary intervention
- REDCap: Research Electronic Data Capture
- RESILIENT: rehabilitation using mobile health for older adults with ischemic heart disease in the home setting
- RPE: relative perceived exertion
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Abstract

Background: The uptake of artificial intelligence (AI) in health care is at an early stage. Recent studies have shown a lack of AI-specific implementation theories, models, or frameworks that could provide guidance for how to translate the potential of AI into daily health care practices. This protocol provides an outline for the first 5 years of a research program seeking to address this knowledge-practice gap through collaboration and co-design between researchers, health care professionals, patients, and industry stakeholders.

Objective: The first part of the program focuses on two specific objectives. The first objective is to develop a theoretically informed framework for AI implementation in health care that can be applied to facilitate such implementation in routine health care practice. The second objective is to carry out empirical AI implementation studies, guided by the framework for AI implementation, and to generate learning for enhanced knowledge and operational insights to guide further refinement of the framework. The second part of the program addresses a third objective, which is to apply the developed framework in clinical practice in order to develop regional capacity to provide the practical resources, competencies, and organizational structure required for AI implementation; however, this objective is beyond the scope of this protocol.

Methods: This research program will use a logic model to structure the development of a methodological framework for planning and evaluating implementation of AI systems in health care and to support capacity building for its use in practice. The logic model is divided into time-separated stages, with a focus on theory-driven and coproduced framework development. The activities are based on both knowledge development, using existing theory and literature reviews, and method development by means of co-design and empirical investigations. The activities will involve researchers, health care professionals, and other stakeholders to create a multi-perspective understanding.

Results: The project started on July 1, 2021, with the Stage 1 activities, including model overview, literature reviews, stakeholder mapping, and impact cases; we will then proceed with Stage 2 activities. Stage 1 and 2 activities will continue until June 30, 2026.

Conclusions: There is a need to advance theory and empirical evidence on the implementation requirements of AI systems in health care, as well as an opportunity to bring together insights from research on the development, introduction, and evaluation of AI systems and existing knowledge from implementation research literature. Therefore, with this research program, we intend to build an understanding, using both theoretical and empirical approaches, of how the implementation of AI systems should be approached in order to increase the likelihood of successful and widespread application in clinical practice.

International Registered Report Identifier (IRRID): PRR1-10.2196/34920
Introduction

Background

In many high-income countries, policy makers, authorities, and care providers have great expectations that the uptake of information technology (IT) innovations in health care will contribute to improved efficiency and quality of health care as well as improved clinical and health outcomes [1,2]. Today, artificial intelligence (AI), as an IT innovation, holds significant promise for enhancing health care [3]. However, as for most other types of IT innovations, the uptake of AI in health care is still at an early stage [4]. Even though there are ample examples of successful implementation of innovations in health care practice, there are often considerable challenges to implement new technology in health care [5]. While implementation science has advanced our knowledge about barriers to implementing such innovations and provided guidance about what strategies can be used to overcome these barriers, this knowledge has not yet been applied for understanding or supporting the implementation of AI in health care [6].

Despite the extensive and still increasing interest in and research on AI in health care, it is evident that there is a huge knowledge gap on how to tackle implementation challenges and how to successfully plan to increase the likeliness of sustainable adoption in practice [7-9]. To date, research on AI in health care has mostly focused on algorithm development, proof-of-concept evaluations, and technical, legal, and ethical challenges [3,8,10-12]. The research is primarily published within the fields of computer science, engineering, and medical informatics [7] as well as the clinical specialties of oncology, neurology, radiology, and cardiology [3].

A variety of viewpoint articles, commentaries, and guidelines have been produced, discussing the potential of AI but also the challenges and aspects to consider in its development and introduction in health care [8,11,13,14]. However, such articles are mainly part of a scientific discourse built on an underdeveloped evidence base. This reduces their value as guidance of implementation initiatives in practice. The research literature, in the form of systematic reviews, that is relevant to implementation-related issues has mostly addressed aspects of regulation, privacy, and legal issues [15,16]; ethics [9,16,17]; clinical and patient outcomes [18-20]; and economic impact [21]. These studies point to the importance of undertaking more implementation research to study AI implementation in real-world clinical settings.

A few empirical studies with robust methodology, such as randomized controlled studies, have investigated the effects of implementation of AI technology in practice [20], but there are no AI-specific implementation theories, models, or frameworks that could provide guidance for how to translate the potential of AI into daily health care practices [22]. Thus, there is currently a paucity of knowledge concerning several key issues, including barriers and facilitators to successful implementation of AI in health care; what strategies might be used to support AI implementation; how the use of AI might change existing clinical workflows, roles, and responsibilities; or how the infrastructure of management and governance should be constructed to be effective [23].

Many barriers to optimal implementation of new innovations in health care have been identified. Among these is the alignment of the innovation with the setting and contextual circumstances in which the innovation will be used, and the degree of adaptation to the needs and wants of the stakeholders that the innovation is intended to support. Such barriers often result in poor program fidelity and a lack of sustainability in change behavior at individual, organizational, and system levels from the innovation [24,25]. A general dilemma is how to involve both early adopters and the majority of health care professionals. While early adopters usually are fairly easy to engage and are motivated in the development and use of new innovations, the large group of health care professionals represents much greater variation with regard to their willingness to be involved and in motivation to integrate the use of innovations in their everyday practice [26]. There is also a general lack of strategic knowledge on how to ensure that innovations can be safely and effectively integrated into local infrastructures for routine use and embedded into clinical workflows [27].

In order to meet these challenges, implementation models, frameworks, and strategies are needed that contain multiple components embedded in the context of application [28,29]. In particular, coproduction has been stressed as a key factor for successful implementation of innovations in health care in order to develop effective strategies and to ensure that value is created [30]. This requires knowledge about both barriers and facilitators that influence an innovation’s use and implementation strategies that are designed to overcome the identified barriers and maximize the use of facilitating factors. Successful implementation usually requires an active change process aimed to achieve both organizational- and individual-level use of the intervention as designed. However, implementation is often a critical process between an organizational decision to adopt and support an innovation and the professional’s willingness and ability to use it in their daily work. In order for AI to be successfully introduced to change clinical practice, we need to understand current practices and the contexts in which those practices are conducted, as well as how AI would fit with or change those ongoing practices and processes. However, the experiences of the professionals and patients who use a particular AI application are often overlooked [12]. It is, therefore, important to understand how care is actually delivered, how data are currently used to inform health care, and how new technologies impact individual and organizational...
decision-making processes and alter the roles, responsibilities, and relationships that shape clinical work.

Given that health care practitioners have an ethical and legal duty of care to their patients and are responsible for clinical recommendations and decision-making, transparency regarding how clinical decisions are made—both with and without the use of AI—is important. This will necessitate the implementation of systems that encourage health care professionals to interact with AI in ways that augment their clinical decision-making without compromising their primary responsibilities and duties to patient care [31]; as well, implemented systems will need to ensure that quality and safety are appropriately governed and assured [32]. In order to achieve successful implementation, we need to close the gap between how work is imagined and what is actually taking place, and we need to build accurate, evidence-based, and shared understanding of what is really happening. Thus, more rigorous and empirical implementation studies of AI in health care, underpinning strong theory and real-world understanding, are urgently needed.

**Objectives and Aims**

This paper provides an outline for the first 5 years of a program lasting 8 years, using implementation and improvement frameworks and co-design between researchers, health care professionals, and stakeholders. There are two objectives for this initial period of the program and a third objective for the final period (not covered by this paper):

1. To develop a theoretically informed framework for AI implementation in health care that can be applied to facilitate such implementation in routine health care practice.
2. To carry out empirical AI implementation studies guided by the AI implementation framework, thus producing evidence on the value of the framework and generating learning for enhanced knowledge and operational insights to guide further refinement of the framework.
3. To practically apply the developed framework in clinical practice to develop regional capacity to provide the practical resources, competencies, and organizational structure required for AI implementation.

**Methods**

**Setting**

This research program is part of a regional and national initiative to build infrastructure to support the implementation of AI into practice. Together, Halmstad University (HU) and Region Halland (RH) have appointed the implementation of AI in health care as a prioritized cooperation area for research and innovation with the aim to accomplish more information-driven care. Together with a broad cluster of business partners, HU and RH have established a research center for information-driven care called CAISR (Center for Applied Intelligent Systems Research) Health, with funding provided by the Knowledge Foundation (a Swedish funding agency).

The CAISR Health research center builds on multidisciplinary collaboration between academics with expertise in data analytics, digital service, health economics, health care implementation, and health management. The center is unique in that it brings all these competencies together with partners in regional and municipal health care and industry in a joint undertaking to promote the use of information-driven care approaches in clinical practice. Emphasis has been placed on research to achieve a broad and deep understanding of how AI can be successfully implemented in health care. AI, and its implementation, in this context is broadly defined as the use, primarily, of machine learning but also other sophisticated computational techniques on health care data to support and improve clinical workflows, processes, and systems to improve quality and optimize resource use. This includes several layers within the sociotechnical ecosystem around the technology, dealing with (1) generating, cleaning, and labeling data; (2) developing models and verifying, assuring, and auditing AI tools and algorithms; (3) incorporating AI outputs into clinical decisions and resource allocation; and (4) the shaping of new organizational structures, roles, and practices. This implies that the implementation of AI extends beyond any specific intelligent technology and encompasses the whole sociotechnical system that surrounds and supports a particular technology. Given this, the focus of implementation is this broader AI system; therefore, AI is hereafter referred to as AI systems.

Realizing the ambition of successfully implementing AI systems in health care thus requires more than merely technological development. It also depends on knowledge about social, cultural, organizational, and implementation challenges; how information-driven care can be supported by AI systems; and what value can be created from different perspectives throughout the health care system.

Several major investments have been made in infrastructure and various forms of collaboration to achieve the ambition of high-quality research on and development of information-driven care.

One major investment was a research group for health care improvement that was developed at HU, with national and international collaborations with academic partners. The unit is interdisciplinary and combines applied and theoretical approaches, using both qualitative and quantitative methods, and is built up through extensive collaboration with users, regions, municipalities, and industry. The research focuses on questions about how health innovations, in the form of interventions supported by digital services and health data analysis, can be developed, implemented, and evaluated to provide health care organizations with knowledge and support to achieve high-quality care and improved health outcomes for particular groups.

Another major investment was a national effort that was initiated to establish an innovation environment for information-driven care to improve Swedish health care. The initiative, which is funded by the Swedish innovation agency Vinnova, aims to develop health care to become more information driven, individualized, and scalable through implementation and use of AI systems. This is done in close collaboration with public, private, and academic parties. Both HU and RH have key roles
as innovators, and the environment involves both the Swedish Association of Local Authorities and Regions and AI Sweden.

An additional major investment was an innovation arena, Leap for Life, for information-driven care that was established at HU with the purpose to act as a driving force for collaborations, innovations, and change within health care, from regional, national, and international perspectives. Leap for Life has its premises at HU and was built in partnership with RH and all the municipalities in Halland.

The final major investment was a strategic health care analysis and research platform, Regional Healthcare Information Platform (RHIP), which was established to enable agile management and analysis of the clinical and administrative data of every consumer of regional health care; the platform has had public funding since 2009 [33]. The platform is a structured, filtered, and pseudoanonymized far-reaching subset of the different data warehouses of patient and administrative data collected from over 20 different regional IT systems and national registers. It is designed to facilitate rapid analysis for clinical and management research and evaluation purposes. The Center for Information-Driven Care (CIDD) is a core facility within RH with responsibility for analyzing, simulating, and following up the effects of changes to the health care system at the system level and combining assessments of quality and costs. CIDD’s mission is to perform system analyses, based on machine learning models; to be able to support change in and assure the quality of health care processes; to manage and develop the analytical platform and its methods; and to support research in the area. A research platform in the form of a Health Data Center (HDC), with a similar structure and content as RHIP, is located at HU and was established to enable the use of the content in RHIP for research and development purposes in collaboration with academia and the public and private sectors.

**Research Design**

This overall program can be described using a logic model [34] and will contribute to the development of a methodological framework [35] for planning, facilitating, and evaluating implementation of AI systems in health care and to support capacity building for its use in practice (Figure 1). The logic model is based on common challenges within health care systems regarding achieving and maintaining quality and optimizing the use of available resources, at the same time as the system undergoes a structural transformation with increased digitization and individualization of health care processes, workflow, and organization. A combination of activities has been identified as necessary to achieve the outputs required to accomplish the desired change within the scope of predefined outcome goals.

**Figure 1.** Logic model for the program, including activities identified as necessary to achieve the intended outputs and outcomes in relation to the desired impact and the defined challenge. AI: artificial intelligence.
The logic model has been developed to address issues about implementation through further understanding of the social, cultural, and organizational challenges for implementation and the potential value that can be created from drawing on different perspectives throughout the health care system. In our case, the context for the use of the logic model is AI systems in health care, but it could be equally relevant for studying, planning, facilitating, and evaluating implementation of any other type of technology in health care.

The logic model is divided into three time-separated stages, with a focus on theory-driven and coproduced framework development. The activities are based on both knowledge development, using existing theory and literature reviews, and method development by means of co-design and empirical investigations. The activities involve researchers, health care professionals, and other stakeholders, thus creating a multi-perspective understanding of how the implementation of AI systems should be approached in order to increase likelihood of successful implementation and application in clinical practice.

The framework development spans across the logic model. Workstreams will address the following: (1) identification of evidence to inform the methodological framework (first stage), (2) development of the methodological framework (first stage), and (3) evaluation and refinement of the methodological framework through empirical studies (second stage) [35].

The third stage of the logic model will go on to focus on the practical application of the developed framework in clinical practice. This stage lies further ahead in time and requires work that is more closely integrated with quality-improvement work in clinical practice. It is, therefore, beyond the scope of the first phase of the research program and is not addressed further in this protocol (Figure 1).

**Stage 1: Development of an AI Systems Implementation Framework (Time Frame 2021-2023)**

**Outline**

The first stage of this research program focuses on exploratory research with the aim to generate an overview and understanding of the area of interest (ie, “implementation of AI systems in health care”). This will be achieved through the following activities:

1. Development of a preliminary version of a theoretical framework that accounts for different perspectives in implementation in health care in the current literature.
2. Literature reviews of potentially relevant existing theories, models, and frameworks for guiding AI systems implementation in health care and empirically based experiences from implementing AI systems in health care.
3. Mapping of stakeholder perspectives and local awareness and boundaries for AI systems implementation.
4. Theory development based on empirical findings and insights from several initiatives for tentative or pilot implementation of AI systems in health care practice.

**Model Overview**

The first activity is the framing of perspectives on implementation to be incorporated in a theoretical framework based on current literature.

**Design and Aim**

This activity will investigate aspects on implementation and improvement found in models and frameworks in relation to health care [35]. This will give an overview of the different multidisciplinary perspectives on implementation and improvement that need to be considered in order to structure work for successful implementation of new AI systems in health care.

**Data Collection and Analysis**

The investigation will be informed by frameworks describing different perspectives on implementation in health care: service-centric, innovator-centric, and evaluation-centric perspectives. These three perspectives represent the different interests of the major stakeholder groups that we will be engaging (ie, health care professionals and patients, industry partners, and academics). In our aim to co-design a framework that engages all of these groups, we believe it is important to understand the perspectives of individual groups, to shape and understand how the different perspectives come together, and to identify where synergies and tensions are likely to exist.

We have identified three available frameworks that represent these three perspectives, and these will form a basis for initial conceptual development of the framework, which will subsequently be informed by wider literature in each of these fields and empirical data specific to AI implementation. The frameworks we have selected represent these diverse viewpoints; they are leading frameworks in their respective fields and are based on extensive literature review and empirical study. The frameworks are as follows: the Successful Healthcare Improvements From Translating Evidence in Complex Systems (SHIFT-Evidence) framework [29]; the nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) framework [36]; and the process evaluation of complex interventions (PECI) framework [37].

The service-centric SHIFT-Evidence framework contains three strategic principles: (1) “act scientifically and pragmatically,” (2) “embrace complexity,” and (3) “engage and empower.” These provide actionable guidance to inform the implementation and improvement process. In comparison to other leading implementation frameworks, SHIFT-Evidence offers a service-centric framework for conceptualizing the work required for successful implementation as comprised of an ongoing and multifaceted process of intervening in complex health care systems [38]. The framework makes clear that innovation implementation alone is unlikely to achieve improvements in care unless the wider interdependent issues are understood and addressed, including how the service is run and the behaviors of staff and patients. The framework emphasizes the real-world and often messy environments of service providers and service users that need to be the foundation of real-world implementation if it is to succeed in achieving improvements. Therefore, this framework is a sensible choice.
to ensure that a holistic approach is taken to AI systems implementation.

The innovator-centric NASSS framework comprises six domains: (1) the condition or illness, (2) the technology, (3) the value proposition, (4) the adopter system (ie, comprising professional staff, patients, and lay caregivers), (5) the organizations, and (6) the wider institutional and societal context; a seventh domain considers interactions and adaptations over time [36].

The NASSS framework adopts an innovator-centric view of the spread of technology and, therefore, complements the service-centric view of the SHIFT-Evidence framework. In addition, the NASSS framework focuses on the specific challenges related to technological innovations. While this is not specific to AI systems, there is considerable overlap in the influencing factors of general technological interventions (eg, the types of data generated, the knowledge needs to use the technology, the technology supply model, understanding the value proposition for the supply side [ie, developer] and demand side [ie, patient and service], the regulatory environment, and the position of professional bodies).

The evaluation-centric PECI framework [37] provides actionable guidance to evaluate the implementation process. It does so by examining implementation factors (ie, the process through which interventions are delivered, and what is delivered in practice), mechanisms of impact (ie, the intermediate mechanisms through which intervention activities produce intended or unintended effects), and contextual factors (ie, factors external to the intervention that may influence its implementation, or whether its mechanisms of impact act as intended).

Data on different aspects within these frameworks will be extracted from the original manuscripts for each implementation framework. Assessment will consider both the number of related aspects and the breadth of issues they address. Thereafter, a literature search of implementation frameworks or models for health care will be conducted; identified literature will then be deductively analyzed to extend the understanding of the concepts identified in the initial analysis and to potentially identify, describe, and amend further concepts. This is an iterative process; after deductively synthesizing the new data, they will be discussed with key experts, researchers, and potential framework users (eg, health care and industry partners) for refinements [35].

**Literature Reviews**

The second activity is the completion of two scoping reviews investigating the following: (1) frameworks and models used to guide implementation of AI systems in health care and (2) empirical reports of AI systems implementation.

**Design and Aim**

Two scoping reviews based on the framework by Arksey and O’Malley [39] will be conducted in four stages: identification of relevant literature, selection of studies, charting of data, and synthesizing results. Scoping reviews are well suited to fields that are not yet comprehensively reviewed [39,40]. This methodology allows for summarizing the current state of the art, to map key findings, to identify research gaps, and to make recommendations for future research and practices [40]. By using search terms that capture general aspects of implementation, all three perspectives (ie, service-centric, innovator-centric, and evaluation-centric perspectives) will be covered in the reviews. This will allow for evaluation of how these perspectives have influenced current research on AI implementation in health care and where there is agreement or conflicting knowledge between the three perspectives.

Two reviews will be performed with separate but interrelated aims. The first review will investigate the existence and use of AI-specific implementation frameworks and identify which ones have been used to understand and support AI systems implementation in health care. The second review will investigate the existing empirical research on AI implementation and what lessons can be learned from this research for potential application in the development of an AI-specific framework for implementation in health care. This will allow us to map and synthesize barriers and facilitators for successful implementation into health care practice.

**Data Collection and Analysis**

Electronic databases—Cochrane, EBM Reviews, Embase, MEDLINE, and PsycInfo—will be searched to identify publications that were published in the last 10 years. The reviews will focus on studies published in English and investigating issues concerning AI systems implementation in health care. Two reviewers will independently review the titles and abstracts of the identified papers on the basis of inclusion and exclusion criteria using the Rayyan web platform. Any disagreements will be resolved by involving a third independent reviewer. Following the title and abstract review stage, full texts of identified papers will be obtained for more thorough review. The data will be extracted from the final set of studies using data extraction forms, including bibliographic details of the study, population and age group studied, geographical location, contexts where the studies were carried out, the dimensions of the implementation that were explored, and the specific AI systems of interest. Results will be collated, summarized, and reported deductively using the frameworks (ie, service-centric, innovator-centric, and evaluation-centric) investigated during the first activity.

**Stakeholder Mapping**

The third activity is the mapping of stakeholders and local awareness and boundaries for AI systems implementation.

**Design and Aim**

This activity has an exploratory qualitative approach [41,42] in order to understand contextual aspects regarding requirements, barriers, and enabling factors for the introduction of AI systems and, thus, their development and plan for implementation. The aim is to inform the planning process for AI systems implementation, to ensure that developed strategies to support suitable implementation approaches are based on stakeholder perspectives, and to avoid potential barriers to AI systems integration in clinical practice. The studies seek to answer the following research questions:
How can stakeholder perspectives be used to help understand risks and opportunities in relation to AI systems implementation in health care?

What assumptions are made by different stakeholders about the system and people? What opportunities and risks do the stakeholders perceive?

How is the potential adoption of AI systems conceptualized by different stakeholders who are responsible for or impacted by AI systems?

Data Collection and Analysis

Key individuals, groups, or both who can affect or are affected by the implementation of AI systems in health care will be identified based on a high-level managerial starting point, and will continue to be identified through a snowball recruitment procedure. Recruitment will begin based on different settings, starting at the regional health care strategic management level and continuing with two frontline health departments, within which AI systems are intended to be developed and implemented. Within these settings, data in relation to implementation of AI systems will be collected from the management level, development level, and clinical practices. Individual interviews will be conducted with stakeholders representing different needs, experiences, interests, mandates, and responsibilities and will continue until the informants do not identify any further types of stakeholder perspectives to be included. This procedure will allow for informant perspectives to be represented, including from health care professionals, managers and quality developers, IT technicians, politicians, and patients, among others.

The interviews will be based on an interview guide structured around the following: (1) the roles and previous experiences the informants have concerning the application of AI systems in practice, (2) the opportunities and problems that need to be solved and considered to create strategies to support suitable introduction of AI systems, (3) beliefs and attitudes concerning the possibilities of using AI systems to support health care improvements, and (4) the obstacles, opportunities, and facilitating factors that need to be considered to enable AI systems to fit into existing processes, methods, and systems.

The analysis will be both inductive and deductive and will be structured by qualitative content analysis [41] and stakeholder mapping approaches [43]. Qualitative content analysis largely focuses on the subject and context, exploring differences between and similarities within codes and categories [41,42].

The analysis method is chosen based on the need to structure and condense various aspects of implementation that are described by the stakeholders based on the material collected. Interview data will be analyzed by (1) identifying stakeholders and their efforts in the ecosystem of services and their interest versus influence, (2) investigating different stakeholders’ perspectives and assumptions regarding AI systems in health care (ie, inductive qualitative content analysis), and (3) investigating how the potential adoption of AI systems is conceptualized by different stakeholders (ie, deductive qualitative content analysis) using the frameworks (ie, service-centric, innovator-centric, and evaluation-centric) investigated during the first activity.

Qualitative content analysis, both with an inductive and deductive approach, consists of several analysis steps [41]. Data analysis will be led by one researcher, but he or she will collaborate with other researchers in order to increase the credibility and trustworthiness of the interpretation [42]. We will seek agreement between the researchers and continuously discuss how well the codes, categories, and themes represent the data. The researchers will work both individually and together during the analysis process until consensus is reached.

Impact Cases

The fourth activity is developing theory based on experiences from several initiatives for tentative or pilot implementations of AI systems in practice.

Design and Aim

This activity takes an exploratory qualitative approach to understand the different competencies, knowledge, perspectives, and logics that are represented by the different included or affected stakeholders, their professional roles, and their organizations in relation to the introduction of AI systems in clinical practice. The study will provide information on the preimplementation social, professional, and organizational context and structures that exist in the different arenas of the health system and will provide a base analysis of current practical, professional, organizational, and clinical structures and arrangements. The aim is to inform the planning process of AI systems implementation and to ensure that developed strategies to support suitable implementation approaches are based on the different social, cultural, practical, and organizational boundaries that will affect the integration of AI systems in clinical practice, as well as on how those social structures change through the process of AI systems implementation. The cases will provide a foundation for answering the following research questions:

- What are the special implementation requirements, barriers, and enablers specific to AI systems in health care?
- What are the target stakeholders’ behaviors, responses to change, and new workflows as a result of introducing AI systems in health care?
- How do social structures and roles change through the process of AI systems implementation, particularly in relation to implementation requirements, barriers, and enablers?

Data Collection and Analysis

In this phase, a wide variety of data will be included in a qualitative thematic analysis [44] in the form of stakeholder interviews and meeting notes, as well as observations, plans, and reports from cases. Data will be collected on a set of concrete and specific cases of potential, tentative, or ongoing implementation of AI systems. Included cases will consist of the research, development, and innovation projects carried out during the project period within the region’s and university’s research and development activities. The cases will mainly be identified through the steering group for the research center CAISR Health, which includes leadership representatives from the university, the region, and business partners.
The purposively selected projects will allow for the collection of a diverse body of data on a wide range of practical aspects of AI system implementation, including data collection in formative studies (ie, through observations, interviews, and surveys), design and development studies (ie, interviews, focus groups, workshops, and usability and feasibility evaluations), and intervention and implementation studies (ie, interviews, quantitative process and effect evaluations, and health economy assessments). The data analysis method will be chosen based on the need to structure and condense the various aspects of implementation that can be drawn from a variety of data sources from different types of cases. In combination with the analysis from the third activity, this analysis will help identify the different types of barriers and enablers for AI system implementation as well as the social and organizational processes that maintain and create them.

Stage 2: Refinement of an AI Systems Implementation Framework (Time Frame 2023-2026)

Outline

The second stage of this research program focuses on implementation research with the aim of further identifying and aligning needs with assessable value creation in the implementation of AI systems. The objective is to develop a better understanding of the approaches that can be taken to adapt implementation strategies and AI systems to context-specific implementation requirements. Developing such approaches depends on exploration of the nature of wicked problems and success factors that can hinder or facilitate successful implementation in practice. This will be achieved through the development and execution of several implementation projects, together with partners from public and private health care and companies, and through an iterative process for coproduction of a refined framework.

Implementation Studies

Design and Aim

Each implementation study will be initiated and designed based on conversations and workshops with representatives from public and private care providers, companies that develop or apply AI technology and service development, and researchers. A network of such actors has been established through the formation of CAISR Health and will be expanded and developed through, among other approaches, the built-up infrastructure that is linked to the national innovation environment for information-driven care, Leap for Life, RHIP, CIDD, and HDC. The design and aim of each study will be adapted based on each study’s specific objectives and context. For each study, the study design will be based on the structure and requirements of the implementation framework developed in Stage 1. The cases for the studies will be selected and used to explore and develop the implementation framework, with each case chosen to enable in-depth examination of particular aspects of the implementation framework and the broader sociotechnical system around AI technology, particularly with regard to the support and improvement of clinical workflows, processes, and systems.

Data Collection and Analysis

For each implementation study, data will be collected through qualitative and quantitative methods (project documentation, interviews, evaluations, etc) to examine the extent to which the implementation was carried out according to the plan developed based on the implementation framework. Data collection will focus on capturing aspects such as what deviations were made and why they were made; which aspects of the implementation worked well and what problems arose; how governance, management, and assurance processes were established around, and as part of, these new AI systems, and the impacts these processes had on AI system implementation and use; and whether implementation achieved the desired change, whether it contributed to an increased value, and, if so, for whom. Each implementation study will function as a separate project with its own project management and goals.

The analysis of the continuously collected data will be based on the grounded theory methodology [45]. In this methodology, the researcher explores how individuals construct meaning and actions, and the researcher aims to examine the context, existing structures, hierarchies of power, networks, and relationships in which the actions and processes take place. Analysis will be conducted by iteratively coding and categorizing the qualitative data that are collected, in order to develop higher-order concepts and explanations of the processes and challenges of AI implementation. The methodology is suitable because it enables exploration and understanding of various actions and processes involved in AI implementation. The aim is to develop a theoretical model that can inform policy and practice with regard to AI implementation. We will follow the quality criteria for constructivist grounded theory (ie, credibility, resonance, originality, and usefulness) [45].

By running all implementation studies as part of a larger program collaboration over several years, the joint documentation around each implementation study will contribute knowledge from many different perspectives and contexts. This will provide a foundation for continuous refinement and development of the framework for AI systems implementation developed in Stage 1.

Iterative Coproduction of Framework

Design and Aim

The constructivist grounded theory approach will be used [45] to develop, revise, and refine the previously generated framework (Stage 1) through the analysis of new empirical data and experiences of stakeholders who have worked practically with the framework in the implementation of AI systems in practice. This will be done to examine practices, roles, role relationships, and the situated and material organizational aspects of using the framework and implementing AI. The main objective is to iteratively refine the framework developed in Stage 1 in coproduction with stakeholders, in order to produce an evidence-based and coproduced framework that accounts for appropriate strategies that will enable the production of relevant value in practice.
Data Collection and Analysis

The grounded theory approach will guide iterative data collection and analysis of a range of documentation from implementation studies, such as project plans, interviews, observations, surveys, workshops, and meeting notes. This process will inform the interpretation and refinement of the framework. Grounded theory has been chosen, as it focuses on human experiences and actions in social contexts [45]; the theory is appropriate, since the phenomenon of implementing AI systems in practice is a complex area that involves many different people, actors, social structures, and processes. Members of a core team will be identified from the research group and from the different implementation studies to work together throughout the coproduction process in order to leverage different perspectives, experiences, and insights. The coproduction process involving the core team will be interactive and iterative, and will involve various management functions and stakeholders with experiences of the implementation of AI systems in health care. Particular focus will be placed on the interplay between theory and empiricism, in order to explain novel empirical data and how this data can modify and challenge the existing concepts and theoretical constructions in previous iterations and versions of the framework generated in Stage 1.

Ethics and Dissemination

Ethical approval will be applied for regarding all empirical parts of the program. Site-specific approvals will be obtained for each site prior to commencing study activities. The study conforms to the principles outlined in the Declaration of Helsinki [46] and will fulfill the following requirements for research: information, consent, confidentiality, and safety of the participants guided by the ethical principles of autonomy, beneficence, nonmaleficence, and justice. All participants will receive written and verbal information about studies in which they are directly or indirectly involved. Participants will also be given information about the voluntary nature of the studies, confidentiality, and the ability to withdraw their consent at any time without having to justify why. All personal data will be registered according to the General Data Protection Regulation (GDPR2016/679), and the data will be stored in accordance with the Archive Act in Sweden (SFS1990:782).

The results of this program will be communicated to the included participants and partners, and key findings will be fed back to sites to enable refinement of strategies for implementation of AI systems in health care. The results will be disseminated via publications in peer-reviewed journals and presentations at national and international conferences.

Results

The purpose of Stages 1 and 2 is to develop a framework that specifically describes how implementation of AI systems in health care should be approached to increase the likelihood of successful implementation and use in routine health care practice. In Stage 1, starting in July 2021, the first version of the implementation framework started to be developed based on the initial investigation of current knowledge on implementation and improvement frameworks and models in health care (Figure 2). The evolution of the framework will thereafter be guided by findings from the literature reviews, stakeholder interviews, and impact cases to supplement it with current scientific evidence and relevant contextual conditions. In Stage 2, starting in July 2023, several implementation cases will be implemented with different sizes, time frames, and scopes of ambition (Figure 2). These implementation studies will be the means for developing the framework for AI systems implementation, which is, therefore, seen as the main product under Stage 2. The framework will be under continuous development during Stage 2 and will be reported in scientific articles and other formats for more practical application. The understanding and knowledge from Stage 2 can thereafter be used as the foundation for investments in a developed regional capacity to increase the practical resources, competencies, and organizational structure required for AI systems implementation, in collaboration with academia, industry partners, and health care. The planning for the integration of the outcomes from this research program will take place in parallel with the work on Stages 1 and 2 to allow for continuation and translation of the research to strategic investments in quality improvement in clinical practice (Stage 3 in Figure 1). This work will involve representatives from the university, the political and operational management teams of the regional and municipal health care systems, strategic partners from the business community, and representatives from various patient-specific interest groups.
Discussion

There is an immediate need to understand the health care service pathways and processes for AI systems to ensure that their impact in widespread practice fulfills the promise of transforming health care data into meaningful and actionable insights that support decision-making, optimize care processes, and provide high-quality patient care. Knowledge generated from implementation science and improvement science could be useful for understanding and developing methods, models, and frameworks needed to promote the uptake of research findings on AI systems into health care practices. The knowledge and expertise in implementation research in health care, in general, is advancing, but this is mainly held by research experts in the field. This knowledge is not widely accessible or used by people who could benefit from it, meaning that implementation efforts are not as successful as they could be, and common mistakes are repeated. There is a need to advance theory and empirical evidence regarding implementation requirements of AI systems in health care, and an opportunity to bring together insights from research on the development, introduction, and evaluation of AI systems and existing knowledge from implementation research literature. Therefore, with this research program, we intend to build an understanding, using both theoretical and empirical approaches, of how implementation of AI systems should be approached in order to increase the likelihood of successful and widespread application in clinical practice.
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Abstract

Background: Physical inactivity and sedentary behavior are increasingly common problems in the general population, which can lead to overweight, obesity, diabetes, cardiovascular disease, and decreased motor and cognitive capacity among children and adolescents. Establishing healthy habits in childhood on the basis of the World Health Organization’s 2020 Physical Activity Guidelines is essential for proper physical, motor, and cognitive development.

Objective: The primary aim of this study is to describe the level of physical activity (PA), sedentary behavior, and sleep of the child and adolescent population from 6 to 17 years of age in the Basque Autonomous Community (BAC). Our secondary aim is to establish a starting point for future research and intervention protocols to improve the existing reality.

Methods: This cross-sectional study aims to recruit 1111 children and adolescents, aged 6 to 17 years from the BAC in a representative random sample. Participants will wear the ActiGraph WGT3X-BT triaxial accelerometer for 7 consecutive days in their nondominant wrist, and fill out a habit diary log of PA, mobility, and sleep routine. PA intensities, sedentary behavior, and sleep parameters (total bedtime, total sleep time, and sleep efficiency) will be calculated from raw accelerometer data using SPSS (IBM Corp). Participants will be randomly selected.

Results: The results of this study intend to demonstrate significant differences in PA levels in different age and gender groups since the volume of school PA in the BAC decreases as the age of the schoolchildren increases. The total study sample includes...
Introduction

Background

Physical inactivity (PI) and sedentary behavior are highly prevalent around the world and are associated with high morbidity and mortality [1]. In recent years, there has been an increase in the levels of sedentary lifestyle among the child and adolescent population, which is associated with lifestyle and has an impact on increasing obesity, diabetes, cardiovascular disease, cognitive capacities, and mental health [2,3].

In children and adolescents, physical activity (PA) improves physical fitness (both cardiorespiratory and muscular conditions), cardiometabolic health (blood pressure, dyslipidemia, obesity, glucose, and insulin resistance), bone health, cognitive ability (academic performance and executive function), and mental health (reducing symptoms of depression) [2,4,5].

The World Health Organization (WHO) recommends that children and adolescents between 5 and 17 years of age participate in at least an average of 60 minutes of PA per day, involving moderate to vigorous intensity (MVPA), mainly aerobic PA, with a minimum of 3 days a week of vigorous-intensity PA to limit sedentary behavior [2].

In Europe, approximately 80% of children and adolescents do not comply with the daily PA recommendations indicated by the WHO [6-8]. Hence, PI and sedentary lifestyle require intervention from an early age. If not, it may be too late as PA behaviors established in youth are maintained in adulthood [9]. It is estimated that in 2013, PI cost global health systems US $53.8 billion in direct health care, of which US $31.2 billion was allocated to the public sector, US $12.9 billion to the private sector, and US $9.7 billion for households [10]. However, it seems clear that intervention to promote PA must take place at an early age, since establishing habits and behavior changes are much easier and more achievable in childhood and adolescence than in adulthood [11].

In addition, PA is bidirectionally related to a shorter duration of sleep and an improvement in sleep efficiency, since PA contributes to an increase in sleep patterns [12]. Hence, physical exercise is already starting to be prescribed to improve sleep quality [13,14]. However, more national- and international-level studies are required among children and adolescents with objective measures to corroborate these findings [12].

Interventions promoting PA among children and adolescents must be supported by evidence that provides us the necessary information to do so efficiently. This study will allow us to analyze different realities (at different times, school settings, and ages), ultimately facilitating the design of policies and programs to promote PA and health on the basis of stated evidence [15]. Moreover, in the Basque Autonomous Community (BAC), there is a lack of evidence regarding the level of PA among children [16].

To determine the level of PA in the school population aged between 6 and 17 years in the BAC, and considering the benefits of PA for children and adolescents [17,18], this protocol aims to determine whether this group meets the established parameters of daily PA recommended by the WHO [2]. We hypothesize that >50% of the children do not meet the WHO recommendations, and that the level of PA in boys is greater than that in girls.

Objectives

The main objective of this study is to describe the level of PA, sedentary behavior, and sleep of the child and adolescent population aged 6 to 17 years in the BAC.

The secondary objectives of this study are to (1) contribute to the theoretical, conceptual, and methodological development of research devoted to the study of healthy behavior and well-being of school-age children; (2) monitor and compare healthy behaviors and characteristics of the social contexts in which school-age children develop; (3) develop collaboration with organizations and associations to activate initiatives aimed at promoting health among the school population; (4) promote and support the creation of a network of local professionals to integrate active and healthy behaviors during childhood and adolescence; and (5) strengthen the international research network in the field of promoting PA among school-age children.
Methods

Methods Overview
This protocol shows potential in terms of collaborative, interorganizational, and collaborative work among the 3 Basque universities (Basque Country University, Mondragon University, and University of Deusto) along with 2 companies (Athlon Cooperative Society and Osasuna Mugimendua Kontrola Ltd.). They are innovative and proactive in the field of PA program intervention for health among different groups and social strata, creating new educational programs at the universities as well as new socio-sanitary interventions prescribing PA for different populations. Thus, they work for transversal and interdepartmental support of the PA and sports, educational innovation, and public health departments of the Basque government.

Participants and Selection Criteria
According to data extracted from the Basque Statistics Institute (EUSTAT) [19], as of October 16, 2020, the reference population to extract the sample residents in the BAC, aged between 6 and 17 years (born between 2003 and 2014), is 254,093 people, of whom 130,645 are boys and 123,448 are girls.

The corresponding sample size, considering that we are referencing a universal population greater than 100,000 people (referred as infinite for sample size calculation) is 1111 participants, at a confidence level of $\sigma$ of 95.5%, an error limit of 3%, and heterogeneity of 50% [20]. To ensure a proportionate distribution of the sample in all age groups, territories, public and private centers, as well as girls and boys, these 1111 people were selected in accordance with the distribution detailed in Table 1. This sample is defined for all the assessment tests that comprise the project.

There is a proportional and random stratification based on province and county, age, gender, education network (public or private), and medea (socioeconomic level based on the deprivation index per census section, which enables the identification of sections with socioeconomic conditions), along with some inclusion and exclusion criteria that are listed inTextbox 1. Schools were selected randomly on the basis of the above-mentioned criteria.
Table 1. Sample size and the current sample (N=1111).

<table>
<thead>
<tr>
<th>Grade</th>
<th>Araba province</th>
<th>Bizkaia province</th>
<th>Gipuzkoa province</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male</td>
<td>Female</td>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td></td>
<td>Sample, n</td>
<td>Current sample, n</td>
<td>Sample, n</td>
<td>Current sample, n</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First primary</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>6</td>
<td>21</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>1</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>16</td>
<td>43</td>
<td>15</td>
</tr>
<tr>
<td>Second primary</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>5</td>
<td>21</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>1</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>14</td>
<td>42</td>
<td>14</td>
</tr>
<tr>
<td>Third primary</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>5</td>
<td>22</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>14</td>
<td>44</td>
<td>13</td>
</tr>
<tr>
<td>Fourth primary</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>6</td>
<td>23</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>15</td>
<td>47</td>
<td>15</td>
</tr>
<tr>
<td>Fifth primary</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>6</td>
<td>23</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>0</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>49</td>
<td>12</td>
<td>47</td>
<td>14</td>
</tr>
<tr>
<td>Sixth primary</td>
<td>8</td>
<td>6</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>6</td>
<td>23</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>1</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>49</td>
<td>13</td>
<td>45</td>
<td>14</td>
</tr>
<tr>
<td>First secondary</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>4</td>
<td>24</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>0</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>11</td>
<td>47</td>
<td>12</td>
</tr>
<tr>
<td>Second secondary</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>4</td>
<td>22</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>1</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>11</td>
<td>46</td>
<td>11</td>
</tr>
<tr>
<td>Third secondary</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>4</td>
<td>22</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>0</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>12</td>
<td>45</td>
<td>18</td>
</tr>
<tr>
<td>Fourth secondary</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>10</td>
<td>23</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>1</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>47</td>
<td>19</td>
<td>45</td>
<td>16</td>
</tr>
<tr>
<td>First high school</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>8</td>
<td>23</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>17</td>
<td>45</td>
<td>22</td>
</tr>
<tr>
<td>Second high school</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>3</td>
<td>22</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>1</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>12</td>
<td>44</td>
<td>11</td>
</tr>
<tr>
<td>Total</td>
<td>90</td>
<td>90</td>
<td>86</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>285</td>
<td>67</td>
<td>269</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>196</td>
<td>9</td>
<td>186</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>571</td>
<td>166</td>
<td>540</td>
<td>175</td>
</tr>
</tbody>
</table>

Textbox 1. Inclusion and exclusion criteria.

**Inclusion criteria:**
- Belonging to the student body of a participating school or institute
- Having the authorization to participate through a signed informed consent form by the parents or legal guardians of the child or adolescent

**Exclusion criteria:**
- Nonconsent or refusal by the child or adolescent to complete the physical activity diary or use the accelerometer, even with signed informed consent by their parents or legal guardians
- Physical or intellectual disability that prevents completing the daily physical activity or use of the accelerometer in accordance with the defined protocol. Each case will be assessed with each school’s teaching team and with the parents or legal guardians of the minor

To reach 1111 individuals, the sample unit selection will be conducted in multiple stages, so that a random sample of all age strata will be obtained, and a subsequent selection (by randomization) will be made to meet the needs of age, gender, and type of established center for the project. The recruitment process can be divided into three phases: contact with the center, contact with the families, and contact with the students. The contact with the centers is initiated via email or a telephone call.
If the school shows interest, we arrange a meeting with the school's principal. The principal selects a person from the school who then becomes the person in charge of the selection process and sending the information to the parents, usually the physical education teacher. Depending on the requirements of the total sample, the age ranges that need to be covered in each school are selected. During this phase, the physical education teachers of each center will be contacted, as well as the counselors for each grade level to request their collaboration and thus carry out an initial preselection of students to participate in the study (Figure 1). The information and the documents to be filled out are sent to the parents. A lottery is held among the participants who meet the requirements (age, gender, and others) and whose parents have given their consent. If the principal, the physical education teacher, the participants, or their parents have queries about the study, they are clarified. A day is set for placing the accelerometers on the selected participants, and after 7 full days they are removed.

Figure 1. Flow chart of the study.
Instrument

ActiGraph WGT3X-BT accelerometers were chosen to measure MVPA and sedentary time behavior. ActiGraph sensors have been widely studied and have shown adequate reproducibility, validity, and feasibility for children and adolescents [21]. Participants will wear the ActiGraph WGT3X-BT accelerometer for 7 full, consecutive days, including weekdays and weekends. It will be worn on the wrist of the nondominant hand. This technique is the most reliable method to record and store the amount of PA quantitatively, allowing us to determine and compare levels of PA demonstrated by each individual in a given period [4,15]. In addition, like other authors, diary recordings will be collected with data such as sleep time, mode of transportation to school or other places, and the kind of PA they engage in [22-24].

To conduct this protocol, 50 ActiGraph WGT3X-BT accelerometers were purchased along with the ActiLife 6 ActiGraph PA software. All the accessories necessary for its use were also purchased, including Velcro wrist straps and cables for data transfer. The accelerometer will be worn on the nondominant wrist for 7 full, consecutive days (worn on day 1 and removed on day 8) including weekdays and weekends. The accelerometer consists of a triaxial activity monitor to capture and record continuous, high-resolution PA and sleep and wake information that provides the following measurements: acceleration, energy expenditure, steps, PA intensity, body position, and lighting ambient.

Data Collection

Each participant will be identified by a unique and confidential numerical code, which is assigned after informed consent is obtained from the legal guardians. Those responsible for the database must save the files on servers with a password. To determine the codes, the following process is followed:

- Province: 1=Araba, 2=Bizkaia, and 3=Gipuzkoa.
- Town (000)—each town is assigned a 3-digit number (eg, 001, 002, etc).
- Education center is assigned a 3-digit number (eg, 001, 002, etc).
- The academic stage between primary, secondary, or high school or secondary vocational training (1, 2, and 3)
- The grade
- The classroom in letters A, B, C, and D
- The student number (00) considering that each classroom will have a maximum of 30 students.

Consequently, each participant will have a 12-digit code; for example, 2 022 060 11 D 07.

Prior to data collection, the study presentation brochure was emailed to the centers inviting them to participate, along with the informed consent document to authorize their children to participate in the study. Each center shares information about the study with the families through the established communication channel in each case (web platform or email), sending the legal guardians the information received at the center.

If families are interested in participating, they must send their informed consent to the head of the education center, and depending on the number of volunteers, a random draw will be held until the sample requirements established in each area and center are reached.

Programming and Downloading Accelerometry Data

The computer operating system, compatible with ActiGraph software, has the software license to download the data. Before starting data logging with the accelerometer, each device will be turned on or programmed for data logging.

To program the accelerometer, the participant’s date of birth, gender, height (cm), body mass (kg), and dominant hand must first be recorded. These data will be requested after receiving informed consent. It will be important to inform the participant how to wear the accelerometer before putting it on. The accelerometer can be placed either in contact with the skin or over a sleeve in case of allergies by touch with the parts of the device [25].

The accelerometer is placed on the nondominant wrist without being too tight so that it is not uncomfortable, nor so loose that it moves around the wrist. The part of the button to close the band should be facing toward the fingers of the hand (as if it were a watch). In addition, instructions with photographs will be sent to explain the placement of the accelerometers. The accelerometer should be worn all day and night and should only be removed during activities where the accelerometer could be submerged in water (bathing, showering, water activities, etc). In these situations, it must be removed and put back on the same wrist after the activity is finished.

During the week that the accelerometer is worn, participants must complete a diary to record their hours of daily activity: the time they wake up, nap, sleep, mode, and duration of travel to class, mode and duration of travel to other places, physical education class, scheduled and unscheduled PA, the time when the accelerometer was removed, and circumstances that may have affected their sleep/wake pattern (travel, illness, etc).

With the youngest children, it is important to understand that the diary will often be completed by the parents, guardians or even their teachers. Similarly, from the age of 8 years, children should be encouraged to help their parents or guardians to complete the diary. However, adolescents will be encouraged to complete their diaries themselves, as their parents are often unaware of their sleep routines [25].

Once the full 7 days have elapsed, on the agreed upon date, the accelerometer will be delivered to the person in charge (the teacher or researcher) along with the daily activity log sheet, only including the participant’s code.

Once the accelerometer and the daily activity record sheet have been collected, the data will be downloaded [26]. As this study is conducted with children, the originals will be converted to 60 seconds to calculate sleep [27] and to 5 seconds for daily PA [27,28].
Study Variables

The following study variables will be recorded: (1) active time and sedentary behavior (in the overall school schedule, physical education classes, school recess time, activities related to school sports and other organized and unorganized exercise, the rest of the time during the day while awake, school days, nonschool days, bouts of light PA, moderate PA, vigorous PA, and MVPA); (2) time asleep (school days, nonschool days, and bouts of sleeping time); (3) type of transportation to school (bus, car, motorcycle, or any other means that do not involve active travel, and time or day of using transportation); (4) type of transportation to places other than school (bus, car, motorcycle, or any other means that do not involve active travel, walking, cycling, or skating); and (5) grade students are attending, BMI, type of centers, location, and socioeconomic status.

Ethical Considerations

This study was approved by the Euskadi Drug Research Ethics Committee (Basque Government Department of Health) in accordance with law 14/2007 on biomedical research, ethical principles of the Declaration of Helsinki, and other ethical principles and applicable legislation with internal code PI2020011. In turn, current regulations on the protection of personal data will be followed: Regulation (EU) 2016/679 of April 27, 2016 (GDPR), Organic Law 3/2018, of December 5 on Personal Data Protection and guaranteeing digital rights (ES), and Royal Decree (ES) 1720/2007 of December 21.

Statistical Analysis

The statistical analysis will be performed using SPSS (version 27.0.1.0; IBM Corp). Parametric tests will be performed after all assumptions for each test are met. For comparison between groups (girls vs boys, age groups, school types, and regions) 2-tailed t tests, 1-way analysis of variance, or the nonparametric method of Kruskal-Wallis and chi-square tests will be used for the main primary outcomes as dependent variables.

Descriptive statistics will be used for all outcome variables, and the effect size and the level of significance corresponding to the main group (between participants) will be reported. To prevent a type 1 error, post hoc comparison will be performed when a significant interaction effect is present. Values will be expressed as mean (SD). The significance level will be set at 95% (α=.05).

Results

The study began in September 2020, and the data collection will take place for the next 2 academic years (2021-2022). To obtain the total study sample (N=1111), 175 participants will be required in the Araba province, 554 in the Bizkaia province, and 382 in the Gipuzkoa province. In addition, these variables are subject to gender, age, center (public or private), location, and socioeconomic status.

There is currently a total of 341 samples among the three historical territories (Table 1). It is estimated that by the end of December 2021, up to 75% of the sample size will have been reached, with 100% potentially reached by April 2022. The impact of the current COVID-19 pandemic has resulted in schedule delays.

Discussion

Expected Findings

This study aims to provide current estimates of the levels of PA, sedentary behavior, and sleep among children and adolescents in the BAC (6-17 years old). Sedentary behavior is fundamentally important in the health of children and adolescents [29], and it is highly influenced by the social environment in which they live [30]. Recent statistics show that 28% of children in Spain between the ages of 3 and 8 years are overweight, and 9% are obese [31]. It is clear that increased PA and reducing sedentary behavior play a leading role in preventing overweight and excess adiposity, even when people present an adverse genetic condition that predisposes them to be obese [32]. Some studies seem to have shown an inverse relationship between MVPA with adiposity and cardiometabolic risk, and a positive relationship between MVPA with cardiorespiratory fitness and total body bone mineral density among children and adolescents [33]. Other studies maintain that screen time has a significant and inverse relationship with hours of sleep, unregulated activity (games and other activities), and physical exercise [34].

The results of this study intend to demonstrate significant differences in PA levels in different age groups since the volume of school PA in the BAC decreases as the age of the schoolchildren increases. In terms of gender, it is higher among boys than in girls, reaching the same conclusions as other authors [35,36].

The results will be used to analyze and assess the relevance of creating a battery of assessment of physical condition in the Basque Government (interdepartmental) as an improvement in the diagnosis of the state of physical condition and to be able to intervene from the department of education and the department of health to address, together with the Directorate of Physical Activity and Sport the concrete actions to be developed as process improvement and move in an improvement of physical conditions in future evaluations.

While there are some limitations, such as the current COVID-19 situation affecting the ability to recruit schools, this study has the potential to determine current levels of PA, sedentary behavior, and sleep of children and adolescents in the BAC. Comparing PA levels extracted in situations with and those without COVID-19 restrictions (with or without structured school sports, with or without the geographical limitation of municipal mobility, and with or without structured federated competition among other states that will affect the measurements gathered) can be established.

This study will make it possible to obtain data, analyze them, and discuss various options to promote cross-sectional policies so that children and adolescents increase their levels of PA, improving both the school environment and positive behavior. In turn, this can improve students’ academic results [37]. The results of this study will provide a realistic insight into PA levels among children and adolescents in the BAC. In addition, our
results aim to offer a scientific contribution to the positive relationship between PA levels and sleep quality in this population.

**Future Prospects**
This study will enable further research on mobility and PA levels among different ages, examine, and analyze intervention protocols to improve health at education centers, and continue studying the relationship between PA levels and sleep in school-age children, in addition to looking for differences between PA levels and race.

**Conclusions**
This study might highlight the need for the promotion of cross-sectional policies so that children and adolescents may increase their levels of PA, improving both the school environment and positive healthy behavior.
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Abstract

Background: Living labs in the health and well-being domain have become increasingly common over the past decade but vary in available infrastructure, implemented study designs, and outcome measures. The Horizon 2020 Project Virtual Health and Wellbeing Living Lab Infrastructure aims to harmonize living lab procedures and open living lab infrastructures to facilitate and promote research activities in the health and well-being domain in Europe and beyond. This protocol will describe the design of a joint research activity, focusing on the use of innovative technology for both rehabilitation interventions and data collection in a rehabilitation context.

Objective: With this joint research activity, this study primarily aims to gain insight into each living lab’s infrastructure and procedures to harmonize health and well-being living lab procedures and infrastructures in Europe and beyond, particularly in the context of rehabilitation. Secondarily, this study aims to investigate the potential of innovative technologies for rehabilitation through living lab methodologies.

Methods: This study has a mixed methods design comprising multiple phases. There are two main phases of data collection: cocreation (phase 1) and small-scale pilot studies (phase 2), which are preceded by a preliminary harmonization of procedures among the different international living labs. An intermediate phase further allows the implementation of minor adjustments to the intervention or protocol depending on the input that was obtained in the cocreation phase. A total of 6 small-scale pilot studies using innovative technologies for intervention or data collection will be performed across 4 countries. The target study sample
comprises patients with stroke and older adults with mild cognitive impairment. The third and final phases involve Delphi procedures to reach a consensus on harmonized procedures and protocols.

**Results:** Phase 1 data collection will begin in March 2022, and phase 2 data collection will begin in June 2022. Results will include the output of the cocreation sessions, small-scale pilot studies, and advice on harmonizing procedures and protocols for health and well-being living labs focusing on rehabilitation.

**Conclusions:** The knowledge gained by the execution of this research will lead to harmonized procedures and protocols in a rehabilitation context for health and well-being living labs in Europe and beyond. In addition to the harmonized procedures and protocols in rehabilitation, we will also be able to provide new insights for improving the implementation of innovative technologies in rehabilitation.

**International Registered Report Identifier (IRRID):** PRR1-10.2196/34537

(JMIR Res Protoc 2022;11(3):e34537) doi:10.2196/34537
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**Introduction**

**Background**

*Virtual Health and Wellbeing Living Lab Infrastructure*

Living labs in the health and well-being domains have become increasingly common over the past decade but vary in available infrastructure, implemented study designs, and outcome measures. Therefore, increased transnational collaboration and harmonization can further improve research quality. The Horizon 2020 Project *Virtual Health and Wellbeing Living Lab Infrastructure* (VITALISE), funded by the European Union (under grant agreement 101007990; April 2021 to March 2024), unites 19 partners (AIT, AUTH, AV, CERTH, ENoLL, GAIA, INTRAS, LAUREA, LiCalab, LLSA, McGill, SLIMMER, SIT, TREBAG, UdeM, UPM, VICOM, VILABS, and WITA) across 11 countries (Table 1). VITALISE aims to harmonize living lab procedures and open living lab infrastructures as a means to facilitate and promote research activities in the health and well-being domain in Europe and beyond. To do so, the VITALISE consortium will conduct joint research activities (JRAs) in the fields included in the care pathway of patients, namely, rehabilitation, transitional care, and everyday living environments for the older adults. These JRAs combine and capitalize on research experience and expertise from the different living labs in the consortium and create innovation test beds for the harmonized procedures and infrastructures in the context of health and well-being research. This protocol will describe the design of the rehabilitation JRA, focusing on the use of innovative technology for both rehabilitation interventions and data collection in a rehabilitation context. More information about the project can be found on the project website [1].
**Table 1. List of partners in the VITALISE\(^a\) project.**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full (legal) name</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIT</td>
<td>Austrian Institute of Technology GmbH</td>
<td>Austria</td>
</tr>
<tr>
<td>AUTH(^b)</td>
<td>Aristotelio Panepistimio Thessalonikis</td>
<td>Greece</td>
</tr>
<tr>
<td>AV</td>
<td>Anthology Venture Ad</td>
<td>Bulgaria</td>
</tr>
<tr>
<td>CERTH</td>
<td>Center for Research and Technology Hellas (Ethniko Kintro Erevnas Kai Technologikis Anaptyxis)</td>
<td>Greece</td>
</tr>
<tr>
<td>CRIR(^c)</td>
<td>Centre for Interdisciplinary Research in Rehabilitation of Greater Montreal</td>
<td>Canada</td>
</tr>
<tr>
<td>ENoLL</td>
<td>European Network of Living Labs</td>
<td>Belgium</td>
</tr>
<tr>
<td>GAIA(^b)</td>
<td>Association of Electronic and Information Technologies in the Basque Country</td>
<td>Spain</td>
</tr>
<tr>
<td>INTRAS(^b)</td>
<td>Fundación INTRAS</td>
<td>Spain</td>
</tr>
<tr>
<td>LAUREA</td>
<td>Laurea-ammatitorkkeakoulu Oy</td>
<td>Finland</td>
</tr>
<tr>
<td>LiCalab(^b)</td>
<td>Living &amp; Care Lab (Thomas More Kempen vzw)</td>
<td>Belgium</td>
</tr>
<tr>
<td>LLSA</td>
<td>Le Forum des Living Labs en Santé et Autonomie</td>
<td>France</td>
</tr>
<tr>
<td>McGill(^b)</td>
<td>McGill University</td>
<td>Canada</td>
</tr>
<tr>
<td>SLIMMER</td>
<td>Coöperatie Slimmer Leven 2020 U.A.</td>
<td>The Netherlands</td>
</tr>
<tr>
<td>SIT</td>
<td>Social IT Software &amp; Consulting srl</td>
<td>Italy</td>
</tr>
<tr>
<td>TREBAG(^b)</td>
<td>TREBAG Intellectual Property and Project Manager Ltd</td>
<td>Hungary</td>
</tr>
<tr>
<td>UdeM(^b)</td>
<td>Université de Montreal</td>
<td>Canada</td>
</tr>
<tr>
<td>UQAM(^c)</td>
<td>Université de Québec à Montréal</td>
<td>Canada</td>
</tr>
<tr>
<td>UPM</td>
<td>Universidad Politécnica de Madrid</td>
<td>Spain</td>
</tr>
<tr>
<td>VICOM</td>
<td>Fundación Centro De Tecnologías De Interacción Visual y Comunicaciones VICOMTECH</td>
<td>Spain</td>
</tr>
<tr>
<td>VILABS</td>
<td>VILABS OE</td>
<td>Greece</td>
</tr>
<tr>
<td>WITA</td>
<td>WITA S.r.l.</td>
<td>Italy</td>
</tr>
</tbody>
</table>

\(^a\)VITALISE: Virtual Health and Wellbeing Living Lab Infrastructure.  
\(^b\)The living labs involved in the joint research activity.  
\(^c\)The living labs and organizations that participate as VITALISE consortium external partners.

**Living Lab Methodology**

Living labs are defined as user-centered, open innovation ecosystems based on a systematic user cocreation approach integrating research and innovation processes in real-life communities and settings. In practice, living labs are research infrastructures that place the citizen at the center of innovation and have thus shown the ability to better exploit the opportunities offered by new information and communication technology concepts and solutions to the specific needs and aspirations of local contexts, cultures, and creativity potentials [2]. In the context of rehabilitation, these infrastructures can range from research labs in universities (of applied sciences), over rehabilitation centers or rehabilitation departments of (health) care facilities, to smart living homes and individual’s home environments. Living labs can thus be defined as open innovation systems that aim to enable innovation through research activities in realistic circumstances with multiple stakeholders from the quadruple helix (university, industry, government, and public actors) [3,4]. They not only provide access to research infrastructures and end user populations to help tailor innovations to the needs of the local context but also facilitate international upscaling of innovations through cross-border research and collaboration within international networks such as the ENoLL. The living lab methodology is grounded in an iterative, agile, and multimethod research approach including activities for exploration, cocreation, and testing and evaluation of innovations [5,6]. Cocreation activities are central to living lab research. Cocreation or co-design sessions are aimed at creating ideas and concepts together in an interactive manner by, for example, using prototypes, wireframes, or other verbal and visual generative tools [7]. Information from cocreation activities can be implemented to improve innovations or their implementation processes. A subsequent step in the iterative living lab approach can consist of lab-based or real-life testing of innovations with end users. This evaluation activity provides further information about the usability, acceptability, and impact of interventions.

**Technological Innovations in a Rehabilitation Context**

For this study (JRA), we will focus on the use of technology for rehabilitation in patients with stroke and people living with mild cognitive impairment (MCI; in accordance with the expertise and available infrastructures of the involved living
Wearables are a specific type of mobile health application of physical activity (physical rehabilitation) and stress (mental remote monitoring. For example, in the context of the evaluation but also for diagnostics, evaluation of intervention effects, and more research is needed to be able to provide a personalized
accelerated centripetally in a rotating device [15]. However, deconditioning imposed by inactivity or a lack of gravitational
injuries. By simulating natural gravity, it targets physiological
in patients with stroke [17,18]. Finally, gravity therapy by means
rehabilitation, García-Casal et al [11] have shown that computer-based cognitive interventions for people living with dementia lead to (moderate) beneficial effects on cognition, depression, and anxiety. For example, Gradior cognitive rehabilitation is a computer-based program for neuropsychological assessment and cognitive stimulation in healthy individuals as well as for neuropsychological rehabilitation in people with one or more cognitive disorders [12]. Concerning physical rehabilitation, a wide variety of technologies have been proposed, for example, virtual reality (VR), technologies for remote rehabilitation (telerehabilitation), technologies for augmenting gait training, and a short-arm human centrifuge (SAHC) for gravity therapy. A growing body of evidence supports the use of VR for rehabilitation of different pathologies. The benefits of using VR during the rehabilitation process of patients with stroke, patients with cerebral palsy, patients with spinal cord injuries, and other pathologies include improvements in balance and gait [13] and motor functions, greater community participation, and improved psychological and cognitive function [14]. With advances in information and communication technologies, telerehabilitation has gained increased research interest, as it allows rehabilitation services to be provided to patients remotely in their homes or elsewhere [15]. Research has shown that the effectiveness of telerehabilitation for patients with stroke is similar to that of traditional face-to-face rehabilitation but that different stakeholders have different opinions on the subject [16]. Patients are satisfied with telerehabilitation provided that it is appropriate and some social interaction occurs, whereas clinicians prefer face-to-face interactions and will only use telerehabilitation when face-to-face interactions are not feasible [16]. Another example of a promising technology for physical rehabilitation is the use of a split-belt treadmill for balance and gait training in patients with stroke [17,18]. Finally, gravity therapy by means of a SAHC, an integrated multisystem countermeasure to provide artificial gravity training for rehabilitation purposes, has been proposed to have beneficial effects for individuals with neuromuscular disorders, balance disorders, stroke, and sports injuries. By simulating natural gravity, it targets physiological deconditioning imposed by inactivity or a lack of gravitational force. It functions by exerting a centrifugal force on a body accelerated centripetally in a rotating device [15]. However, more research is needed to be able to provide a personalized therapy [19,20].

In addition, technology is used not only during interventions but also for diagnostics, evaluation of intervention effects, and remote monitoring. For example, in the context of the evaluation of physical activity (physical rehabilitation) and stress (mental rehabilitation), wearables are becoming increasingly common. Wearables are a specific type of mobile health application comprising sensors and devices intended to be worn on the body while collecting longitudinal and continuous data on cardiac cycles, electrodermal activity, skin temperature, acceleration, and so on, on a reliable and noninvasive manner outside of lab settings [21]. Also, a variety of wearable technologies for stroke rehabilitation have been studied to improve the diagnosis and treatment of upper-limb impairment (for a review, see the study by Maceira-Elvira et al [22]).

Despite proven effectiveness in research, however, the implementation of these technologies in practice is slow. For example, in the case of VR, barriers to successful adoption in rehabilitation practice involve three categories: technology development (eg, the degree of match or mismatch between the system and the client’s goals or needs), competency development for end users (eg, perceived ease of use and utility), and facilitated clinical implementation (eg, access to technology and support for setup) [23]. Thus, there is a clear need not only to assess the effectiveness of these technology-based interventions but also to involve stakeholders from the design process to the evaluation of these innovations and to include assessments of feasibility, usability, user experience, and user acceptance. Therefore, living lab research methodologies are needed to implement these innovations and technologies in practice more successfully.

**Study Aims and Objectives**

VITALISE aims to harmonize living lab procedures and open living lab infrastructures as a means to facilitate and promote research activities in the health and well-being domain in Europe and beyond. With this JRA, we primarily aim to gain insight into each living lab’s infrastructure and procedures to harmonize health and well-being living lab procedures and infrastructures, particularly in the context of rehabilitation. Secondarily, we aim to investigate the potential of innovative technologies for rehabilitation through living lab methodologies. To do so, multiple international living labs will organize cocreation sessions with patients and care professionals to capture stakeholder perspectives on rehabilitation technology (phase 1) and organize separate small-scale pilot studies to test 6 innovative intervention or data collection technologies in practice using preliminary harmonized procedures (phase 2). The living lab research activities have the following objectives: (1) to assess how different stakeholders across multiple countries view the role of technology in rehabilitation; (2) to collect suggestions regarding specific rehabilitation innovations (phase 1); (3) to perform small-scale pilot studies providing insights into end user experiences and usability of 6 selected cognitive and motor rehabilitation interventions; and (4) to explore the effects of these pilot interventions through self-report, physiological, and motor data of small samples (phase 2).

**Methods**

**Design**

This study has a mixed methods design comprising multiple phases (Figure 1) [24]. There are two main phases: phase 1 (cocreation) and phase 2 (small-scale pilot studies), which are preceded by a preliminary harmonization of procedures and protocols among the different international living labs. During
this preparatory phase, common interests concerning outcomes, outcome measures, and available infrastructures are discussed among the involved living labs to reach a preliminary harmonization and set up the small-scale pilot studies. In addition, ethical committee applications will be performed by the respective living labs. An intermediate phase (between phases 1 and 2) further allows the implementation of minor adjustments to the intervention or protocol depending on the input that was obtained in cocreation and discussions among living labs. This is in line with an iterative and agile design cycle during which innovations can have different maturity levels and undergo improvements during the research activities. However, adjustments should remain within the limits of the protocol approved by the ethical committee or be submitted as an amendment to this protocol. Note that the intermediate phase might differ among study partners depending on the results of the separate cocreation sessions. The preparatory phase is currently ongoing, and preliminary protocols to implement harmonized living lab procedures and infrastructures are being created.

Figure 1. Overview of the protocol design.

Site Selection, Sample, and Recruitment
Study phases 1 and 2 will be conducted by each living lab; therefore, recruitment will be carried out at each living lab’s partner rehabilitation centers, rehabilitation departments of hospitals, or transitional living facilities in the context of rehabilitation across Europe and Canada. Participants will include patients with stroke or individuals with MCI (depending on the technology of interest and the planned small-scale pilot study).

In phase 1 (cocreation), approximately 4 to 12 participants will be included per session in accordance with guidelines for group sessions [25,26]. In phase 2 (small-scale pilot studies), each pilot aims to include approximately 15 participants, as previous research has suggested that this sample size is sufficient to detect most usability problems (up to 90%) [27,28]. Note, however, that the exact numbers can differ among the test sites depending on partner-specific objectives and methods.

Data Collection

Cocreation (Phase 1)
In cocreation, we will bring together rehabilitation end users, informal caregivers, and professionals in sessions to explore their views on technology in rehabilitation in general as well as on the specific technologies used in the small-scale pilot studies. End users are older adults with physical or (mild) cognitive disabilities. Informal caregivers are individuals who provide physical and emotional help to the end users, often close family members or friends, but who are not paid or trained by statutory bodies to do so. Professionals are individuals who work in a rehabilitation setting and can, for example, be clinicians (eg, physicians, physiotherapists, occupational therapists, psychologists, and speech therapists), directors, innovation managers, or other key staff members. Sessions will be organized at six test sites in four countries (Belgium, Canada, Greece, and Spain). Recruitment will be conducted by each regional living lab. The VITALISE project website [29] provides links to living lab hosting organizations home pages where more detailed information about each living lab and their infrastructure is available. Each session will include approximately 8 end users or professionals in accordance with the guidelines for group sessions [25,26]. The cocreation phase will consist of two parts: (1) a general part addressing views on technology in rehabilitation in general and (2) a specific part addressing the technology that will be studied in the small-scale pilot study. Both parts may be addressed in 1 to 4 sessions, depending on the availability (time) of the participants. The cocreation workshop scenario will be provided by LiCalab to direct the cocreation sessions across the different test sites, but the actual sessions will be supervised by each study site independently. This supports a harmonized study design with sufficient flexibility to take cross-cultural differences into account, which appears to be relevant for international living lab research [4]. Each session will adopt the following format: introduction, mapping challenges, demonstration, and reflection and conclusion. The main research topics for cocreation include acceptability, feasibility, usability, facilitators and barriers, advantages and limitations, and implementation, from the perspective of both end users (and informal caregivers) and
professionals. These topics will be studied via questions and exercises. The duration of a session is approximately 1.5 to 2 hours. Following cocreation, an intermediate phase (between phases 1 and 2) allows the implementation of minor adjustments to the intervention (eg, duration or frequency of the intervention and content of video vignettes) or protocol (eg, patient-reported outcome measures [PROMs] and patient-reported experience measures [PREMs]) depending on the input that was obtained from professionals, patients, or informal carers during cocreation and discussions among living labs. Note, however, that the intermediate phase might differ among study partners depending on the results of the separate cocreation sessions.

Small-Scale Pilot Studies (Phase 2)

General Overview

A mixed methods study design will be adopted in which 6 (technological) interventions will be implemented in rehabilitation practice across four countries (Greece, Spain, Belgium, and Canada) to assess user experience and explore the (preliminary) effects of the implemented intervention. Note, however, that not all interventions are technological in nature but that technology will also be used for data collection purposes. The research protocol comprises a variety of study designs, including pre-post designs, controlled studies, or a collaborative participatory research design. However, similar patient samples and data collection instruments and technologies will be adopted across small-scale pilot studies (Textbox 1).

For example, general PROMs and PREMs concerning health and well-being include measures of quality of life (eg, 36-Item Short-Form Health Survey [30], World Health Organization Quality of Life Brief Version [31], Patient-Reported Outcomes Measurement Information System–Short Form [version 1.1]) and well-being (eg, 36-Item Short-Form Health Survey [30] and Patient-Reported Outcomes Measurement Information System–Short Form [version 1.1]). In addition, common living lab outcomes include measures of user experience (eg, Weiner scales [32] and System Usability Scale [33]). Note, however, that these PROMs and PREMs might undergo minor adjustments as a consequence of the cocreation process in phase 1 of the study. In addition to these PROMs, study-specific outcome measures are presented in Table 2. The pilot studies not only implement traditional living lab methodology, that is, experience-based (self-report) measures focusing on usability and user experience, but also demonstrate living lab infrastructure, such as wearables and other pieces of measurement equipment. This combination of different data collection methods provides a rich data set to evaluate rehabilitation interventions and share expertise regarding data collection and analysis among living labs.

Textbox 1. Overview of data collection methodology: general data collection.

<table>
<thead>
<tr>
<th>Overview of data collection methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Demographics (eg, gender, age, marital status, employment status, educational level, and stroke information)</td>
</tr>
<tr>
<td>• Anthropometry (eg, weight, height, body mass index, and neck and waist circumference)</td>
</tr>
<tr>
<td>• Sleep behavior (eg, sleep hours)</td>
</tr>
<tr>
<td>• Smoking behavior (eg, pack years)</td>
</tr>
<tr>
<td>• Quality of life (eg, World Health Organization Quality of Life–Age [34], 36-Item Short-Form Health Survey [30], Patient-Reported Outcomes Measurement Information System [35], and the 5-level classification system of the EQ-5D [36])</td>
</tr>
<tr>
<td>• Well-being (eg, 36-Item Short-Form Health Survey [30] or Warwick-Edinburgh Mental Well-being Scale [37])</td>
</tr>
<tr>
<td>• User experience of patients and clinicians (eg, System Usability Scale [33], User Experience Questionnaire [38], Weiner measures [32], or Usability Metric for User Experience (UMUX) [39])</td>
</tr>
<tr>
<td>• Interviews of patients and clinicians</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Living Lab and intervention and outcomes</th>
<th>Instruments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AUTH</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Short-arm human centrifuge</strong></td>
<td></td>
</tr>
<tr>
<td><em>Physical activity</em></td>
<td>Smartwatch (Polar Electro Oy, Kempele, Finland)</td>
</tr>
<tr>
<td><em>Cardiovascular activity</em></td>
<td>ClearSight (Edwards Lifesciences Corporation) noninvasive monitor, CNOGA (CNOGA Tensor tip MTX)</td>
</tr>
<tr>
<td><em>Muscle oxygen saturation</em></td>
<td>Moxy (Fortiori Design LLC)</td>
</tr>
<tr>
<td><em>Electroencephalographic data</em></td>
<td>Neurofax EEG-1200 32-channel device (Nihon Kohden)</td>
</tr>
<tr>
<td><em>Neurologic impairment</em></td>
<td>Expanded Disability Status Scale [40]</td>
</tr>
<tr>
<td><strong>Mobility</strong></td>
<td>6-minute walk test [41], timed up and go test [42], five times sit-to-stand test [43]</td>
</tr>
<tr>
<td><strong>Balance</strong></td>
<td>Berg Balance Scale [44], KFORCE (KINVENT), posturography, Dynamic Gait Index [45], backwards walking</td>
</tr>
<tr>
<td><strong>Cognitive assessment</strong></td>
<td>Symbol Digit Modalities Test [46]</td>
</tr>
<tr>
<td><strong>Dual tasking</strong></td>
<td>Walking while talking [47]</td>
</tr>
<tr>
<td><strong>GAIA-Ocean Living Lab</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Art therapy</strong></td>
<td></td>
</tr>
<tr>
<td><em>Physical activity</em></td>
<td>International Physical Activity Questionnaire for elderly [48] or Global Physical Activity Questionnaire [49]</td>
</tr>
<tr>
<td><strong>Balance</strong></td>
<td>Berg Balance Scale [44], Activities-Specific Balance Confidence Scale [50], Smart Balance Board (Smartifier Oy)</td>
</tr>
<tr>
<td><strong>Physiology</strong></td>
<td>Smart devices (Xiaomi Mi Band 5, Samsung Galaxy Watch 3, and CAPTAIN eCoach [51])</td>
</tr>
<tr>
<td><strong>Stress</strong></td>
<td>Perceived Stress Scale [52]</td>
</tr>
<tr>
<td><strong>INTRAS</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Gradior Cognitive</strong></td>
<td></td>
</tr>
<tr>
<td><em>Neuropsychological or cognitive assessment</em></td>
<td>Screening: Montreal Cognitive Assessment [53], Gradior Cognitive</td>
</tr>
<tr>
<td><em>Performance characteristics</em></td>
<td>Gradior Cognitive: % successes, graded cognitive performance scores, mistakes and successes by commission, mistakes by omission, number of performed sessions</td>
</tr>
<tr>
<td><strong>LiCalab-Mobilab &amp; Care</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Virtual reality mirror therapy</strong></td>
<td></td>
</tr>
<tr>
<td><em>Arm functionality</em></td>
<td>Fugl-Meyer assessment [54]</td>
</tr>
<tr>
<td><em>Pain</em></td>
<td>Visual analogue scale</td>
</tr>
<tr>
<td><em>Range of motion</em></td>
<td>Wearable wireless T-Sens Motion sensors of the Captiv L7000 (TEA Ergo)</td>
</tr>
<tr>
<td><strong>UQAM-CRIR</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Teledance</strong></td>
<td></td>
</tr>
<tr>
<td><em>Participation and performance characteristics</em></td>
<td>Frequency and time of use and active practice time or motor engagement (via OpenTera platform or video recordings)</td>
</tr>
<tr>
<td><em>User experience</em></td>
<td>Short punctual or spot-check surveys (audio and visual or via OpenTera platform)</td>
</tr>
<tr>
<td><strong>McGILL-UdeM-CRIR</strong></td>
<td></td>
</tr>
<tr>
<td><strong>WALKAGAIN (augmented gait training)</strong></td>
<td></td>
</tr>
<tr>
<td><em>Walking in the community (eg, shopping and visiting a museum)</em></td>
<td>Qualitative (open-ended question)</td>
</tr>
<tr>
<td><em>Single and dual tasking</em></td>
<td>Assessment of walking (single), walking and reading, and walking in the presence of distractors</td>
</tr>
<tr>
<td><em>Movement characteristics (eg, tone, loss of sensation, sensorimotor deficits, and muscle strength)</em></td>
<td>Inertial measurement units or actigraph units</td>
</tr>
</tbody>
</table>
Living Lab and intervention and outcomes | Instruments
--- | ---
Mobility (eg, balance, gait impairments, and endurance) | Berg Balance Scale [44], 6-minute walk test [41], Mini-Balance Evaluation Systems Test [55], Activities-Specific Balance Confidence Scale [50]
Pain | Visual analogue scale
Participation | Community Healthy Activities Model Program for Seniors [56]

**Short-Arm Human Centrifuge**

This small-scale pilot study will be conducted by AUTH in Greece. In this pilot study, the SAHC is used for physical and cognitive rehabilitation to mitigate the detrimental effects of bed rest [20,57] (Figure 2). The objective is to assess the combined effects of artificial gravity and physical activity compared with standard of care in patients with stroke (acute or chronic) and healthy older adults over a period of 3 months (1 hour per session, 3 sessions per week). Participants will be assigned randomly to the SAHC training, standard of care training, or passive control. Data will be collected across the domains of body structure and function, activity, and participation as classified by the World Health Organization International Classification of Functioning, disability, and health, at six time points: at baseline, 4 weeks, 8 weeks, 3 months, and 6- and 12-month follow-ups.

![Short-arm human centrifuge.](image)

Participants will include 30 patients with acute stroke (15 SAHC and 15 passive control) and 30 patients with chronic stroke (15 SAHC and 15 passive control). They will be recruited from the Euromedica-Arogi Rehabilitation Center in Thessaloniki, Greece. The inclusion criteria include the following: individuals aged 18 to 70 years, without psychiatric disorder, without vertigo, without nausea or chronic pain, and without a history of syncope. The exclusion criteria include the following: individuals with a height >2 m, elite athletes, individuals with chronic use of substances (drugs or alcohol), individuals who have had a recent surgery, individuals with current arrhythmias, individuals with severe migraines, pregnant individuals, individuals with epilepsy, individuals with cholelithiasis or kidney stones, individuals with recent wounds from surgery, individuals with recent fractures, individuals with acute inflammation or pain, individuals with newly inserted metal pins or plates, and individuals with newly implanted stents.

The centrifugation on the SAHC will be combined with mild-intensity exercise based on the maximum heart rate. The SAHC intervention consists of 3 sessions per week, each with a duration of 1 hour, for 3 months. The participant is positioned in a supine and horizontal position on the rotation bed, with the head located toward the center. The beds with the patients turn around the axis of rotation with a force that is the product of body mass, distance from the axis of rotation, and angular velocity squared. Initially, there will be 1 session to familiarize participants with the SAHC group and to individually assess the optimal g load according to the participant’s cardiovascular functioning with cardiac output, stroke volume, mean arterial pressure, diastolic blood pressure, systolic blood pressure, and heart rate. These criteria are monitored at each training session and are used to dynamically adapt the intervention intensity. More specifically, after 6 training sessions (2 weeks), the centrifugation load will be increased, and centrifugation will be combined with either aerobic exercise (through an ergometer) or resistance training through elastic training bands during centrifugation (depending on cardiovascular criteria). Further verification of the dynamic configuration of the intervention will be provided by the electroencephalographic assessment. Functional connectivity and cortical-network features derived from graph theory will be used by deep learning algorithms...
Art Therapy

This small-scale pilot study will be conducted by GAIA-Ocean Living Lab in Spain. The objective of this small-scale pilot study is to assess the performing art methodologies (music and dance therapy) in different green and public spaces in the area of Gernika-Lumo (Spain) by assessing their feasibility and to explore their potential impact for individuals with stress-related conditions to support the therapists as well as formal and informal caregivers. Data will be collected at two time points: at baseline and after the end of the intervention.

A sample of 20 healthy men and women will be recruited from Gernika-Lumo (Biscay, Spain). Participants will be included if they are aged 18 to 85 years and will be allocated randomly to the testing or control group. Individuals with a medical history of severe cognitive impairment are not eligible to participate.

The performing arts intervention is a form of physical and mental rehabilitation offered to volunteers in public spaces.

Figure 3. Gradior Cognitive screenshots.

Outcome measures and general feedback will be collected from therapists (clinical psychologists, neuropsychologists, and gerontologists) using the new version of Gradior Cognitive (N=6 to 10). Furthermore, approximately 30 older adults with MCI will be recruited from the INTRAS Memory Clinic and Neuropsychological Rehabilitation Center in Valladolid, Spain. Potential older participants will be screened (cognitive abilities) before study participation. The inclusion criteria include the following: patients aged ≥55 years; patients with willingness and ability to collaborate in the study; and patients with either (1) a Mini-Mental State Examination [58] score of ≥21 and ≤27 indicating MCI according to the Peterson criteria for MCI-amnestic [59] and the international working group on MCI-amnestic or (2) initial dementia as categorized by the Diagnostic and Statistical Manual of Mental Disorders, fifth edition, and a Clinical Dementia Rating of ≥1 and ≤2 and a Geriatric Depression Scale score of <5 [60]. The exclusion criteria include the following: hearing or visual impairments (inability to use the devices); psychiatric, neurological, or nutritional condition preventing the individual from participating in the study; having a history of substance abuse (alcoholism or alcoholic-type dementia); and being on antipsychotic medication.

Gradior Cognitive is a neuropsychological evaluation and rehabilitation software for the implementation of higher cognitive function training programs for people with cognitive deficit or impairment. Gradior Cognitive allows working on attention, perception, orientation, memory, calculation, executive function, language, and reasoning in adults. The system consists of a website (intended for professionals) and an app for users to conduct intervention sessions. It analyzes and updates the results obtained reporting on users’ performance in different cognitive areas, proposing changes in the session plan. This software supports therapists in the early detection and monitoring of cognitive impairment, also enabling a personalized cognitive rehabilitation program for improvement or maintenance of cognitive skills. Participant therapists included in the study will be using the new Gradior Cognitive features on a daily basis for at least two months. Individual interviews will be conducted to gather details on the therapist’s experience and assess usability and perceived effectiveness. For
the older adult participants, the adopted intervention consists of 2-weekly sessions of 30 minutes using Gradior Cognitive for a period of 4 to 6 months. Sessions will be supervised by experienced Gradior professionals.

**VR Mirror Therapy**

This small-scale pilot study will be conducted by LiCalab-Mobilab & Care in Belgium. Mirror therapy is a rehabilitation method during which a mirror is placed between the arms or legs of a patient to create the illusion that a patient’s affected limb is moving when the patient sees his or her unaffected limb moving in the mirror. The objective is to assess the noninferiority of VR mirror therapy as compared with standard mirror therapy in patients with subacute and chronic stroke, as well as to assess user experience of the VR mirror therapy from the perspective of both patients and clinicians. To do so, a two-arm, unblinded, randomized, controlled, parallel design is adopted to compare VR mirror therapy to regular mirror therapy (treatment as usual) in patients with stroke. A total of 20 patients with stroke will be randomly assigned to either the VR group or the control group receiving mirror therapy as usual. Data will be collected at four time points: at baseline, immediately after the first intervention session, before the last intervention session, and immediately after the last intervention session.

A total of 20 patients with stroke will be recruited by clinicians in partner rehabilitation centers or rehabilitation departments of general hospitals in Belgium and will be randomized to VR mirror therapy or treatment as usual. The clinicians themselves will also participate in the study by contributing data on usability and feasibility. The inclusion criteria for patients include the following: patients with stroke in the subacute or chronic phase, aged 18 to 85 years, with normally functioning upper limb on the nonaffected side and impaired functioning of the upper limb on the affected side, with the ability to sit independently on a chair or in a wheelchair in order to freely move the (unaffected) upper limb, and with the ability to follow verbal instructions. The exclusion criteria for patients include the following: patients with acute stroke, medically unstable patients, patients with visual deficits interfering with the execution of activities of daily living, patients with allergies for materials used on the VR headset (eg, silicone), patients with epilepsy, patients who have extreme sensitivity to motion sickness, and patients with facial wounds or lesions impairing the use of the VR headset.

Using an Oculus Quest VR headset (Meta) with built-in hand tracking, participants will be immersed in a VR kitchen and garden, where they will perform various actions in order to successfully complete a cooking program (Figure 4). These actions must be performed (in reality) by the side of the body that is unaffected by the stroke and include only upper-limb activities of daily living such as grasping ingredients or kitchen utensils, cutting vegetables, putting ingredients in a cooking pot, and stirring in the cooking pot. The movements of the unaffected side are projected to the affected side (mirrored), so that the patient appears to be performing the actions with the affected side. Participants in the control group will perform standard mirror therapy. Both groups will be administered the assigned therapy once per week over a period of 8 weeks.

**Figure 4.** Virtual reality (VR) mirror therapy: (A) screenshot of the apple-picking task from the perspective of a participant and (B) a patient performing the VR mirror therapy.

---

**Teledance**

This small-scale pilot study will be conducted by UQAM-CRIR in Canada. The objective is to test the teledance intervention, including a series of video vignettes adapted for stroke rehabilitation and follow-up modalities with users (asynchronous and synchronous). To do so, the intervention will be subject to a formative evaluation by the users to identify and resolve problems that may influence their experience [61] and to explore its potential impacts. Data will be collected during each intervention session and at the end of the study.

Participants will include 9 clinicians (eg, physiotherapists, occupational therapists, and speech language therapists), 15 patients with stroke, and their relatives (N=15, comprising spouses, adult family members, or caregivers) recruited from 3 rehabilitation sites in Montreal, Canada. Included clinicians are required to have at least one year of work experience in a stroke rehabilitation program. The inclusion criteria for patients include the following: new admission to the facility’s stroke program (≤14 days) and ability to participate safely and independently following an initial assisted teledance session with a clinician.
(or with the sustained assistance of a relative). Patients who are aggressive or have known symptoms of dementia and Alzheimer disease before the stroke and who do not have sufficient cognitive abilities to follow instructions and give informed consent will be excluded. Relatives will include spouses, adult family members, or caregivers who are in close contact with the patient during rehabilitation. All participants must be able to understand and express themselves in French.

The teledance intervention will be offered to patients during their stay in the hospital and will consist of video vignettes delivered via the OpenTera software platform [62] on a digital tablet (eg, iPad), as well as follow-up modalities offered via OpenTera or other means. The intervention will be conducted by 2 dance educators for 5 to 6 weeks. Video vignettes will be +20 to −20 minutes long and offer thematic content, which will be performed in a sitting or standing position and either alone or assisted. Patients will be instructed to perform teledance at least 6 times per week for approximately 2 hours of dance per week. Follow-up sessions (patient-clinician, patient-dance educator, or clinician-dance educator) will also be included.

**Augmented Gait Training**

This small-scale pilot study (WALKAGAIN) will be conducted by McGill-UdeM-CRIR in Canada. The main objective of this pilot study is to assess the effect of adding augmented gait training to usual rehabilitation and technology targeting the walking abilities of individuals admitted to rehabilitation after stroke in single-tasking, dual-tasking, and multitasking conditions. A secondary objective is to establish an international common data set for standing mobility assessment and conceptualize the common elements (dose, progression, etc) of the training protocols to be able to compare data among sites or analyze them together. To do so, a before-after pragmatic design with a blind outcome assessment will be set up to assess the performance of participants using augmented training protocols as compared with a control group or previously collected data (if available). The data from two Montreal Metropolitan (Canada) rehabilitation sites (Jewish Rehabilitation Hospital and Institut de réadaptation Gingras-Lindsay-de-Montréal) will be pooled together to assess the overall effect of the concepts of augmented gait training. Standardized outcomes will be collected in the week before and week after the locomotor training. We will also implement a follow-up assessment at 6 months (telephone call).

A total of 12 to 15 patients with stroke will be recruited from the stroke unit of the 2 sites for each locomotor training protocol. Participants will be selected for their potential to improve gait capacities and according to the requirements of their individual goals for improvement. The inclusion criteria will be the following: (1) having a first unilateral stroke and being in rehabilitation, (2) having initiated the gait training with or without assistive devices, (3) tolerating 1 hour of exercise with breaks, (4) in the presence of aphasia showing no more than mild or mild to moderate impairment, (5) having a reliable yes and no. The exclusion criteria will include cerebellar lesions, major pain, hemineglect or hemianopsia, signs of major depression quantified with a score of ≥10 out of 15 on the Geriatric Depression Scale [63], severe cognitive deficits defined with a score of <25 out of 30 on the Mini-Mental State Examination developed by Folstein et al [64], cardiorespiratory problems, and other medical and cognitive conditions that could affect the ability to understand instructions, as verified by medical records. We will also collect data on usability, feasibility, and opinions from clinicians about the training interventions through questionnaires or interviews.

Three major technologies (either individually or combined) will be used for locomotor training: biomechanical (eg, split belt training, walking with loaded segment, ascending slope), haptic (eg, vibrations), and VR (virtual environment), as shown in Figure 5. The precise locomotor training protocol will be decided by the clinicians in consultation with the researchers and will take into consideration the preferences of the participants (after phase 1). All locomotor training will include cognitive or language tasks as well attention-demanding tasks, implemented gradually from simple to more complex (single tasking, dual tasking, and multitasking) while the gait training will also be progressed. The training will consist of, for example, 30 minutes of walking or doing a number of steps, using the selected protocol with 5 minutes of warming-up and 5 minutes of recovery. Participants will be allowed to take breaks if their heart rate exceeds 60% of their maximal heart rate or they reported an exertion of 5 on the Borg rating scale, which represents severe exertion [65]. The training will be restarted when the participant’s heart rate will lower back to its level at rest. The augmented gait training will be given twice a week for 10 sessions (5 weeks). Before each training session, the participant’s heart rate (eg, Polar Electro Oy) and blood pressure will be taken at rest. The age-related maximum heart rate will be calculated using the Karvonén formula [66].
Harmonization (Phase 3)

To define harmonized protocols and procedures (eg, for patient screening, outcomes, and outcome measures) for living lab research in the context of technology in rehabilitation, the consensus process will involve a modified Delphi methodology (web-based, 3-round Delphi survey) followed by a consensus meeting of the living labs. The Delphi technique is a method for reaching consensus comprised of sequential questionnaires answered anonymously by a panel of experts with feedback provided after each questionnaire round [67,68]. A preliminary list of items for the Delphi survey will be based on literature research and findings of phases 1 and 2. For each living lab, 2 researchers participated (N=12).

Data Analysis

Cocreation (Phase 1)

Best practices for content analysis will be exchanged among partners to ensure a harmonized approach and the generalizability of the findings. Subsequently, for each test site, one or more researchers trained in qualitative methodology will provide a written report of each cocreation workshop and will use content analysis to analyze the data using main themes and subthemes.

Small-Scale Pilot Studies (Phase 2)

Best practices for analyses will be exchanged among partners to ensure a harmonized approach and the generalizability of the findings. However, for each small-scale pilot study, the statistical approach might vary according to the needs of the respective study. In general, descriptive statistics will be presented for demographic information. For quantitative data, normal distribution will be tested. The effects of an intervention on dependent variables will be assessed over time (eg, before-after, follow-up sessions) using repeated-measures parametric or nonparametric tests. The effect sizes of changes found among evaluations will be computed. The significance level is set at \( P < .05 \).

Harmonization (Phase 3)

Via the Delphi method, the living labs will reach consensus on which procedures (ie, outcomes, outcome measures, and devices) to use in a rehabilitation context. Each outcome, outcome measure, and device will be represented as an item in a list. In Delphi survey round 1, the international panel of living lab experts will be instructed to rate the importance of each item and asked to provide new items or suggest revisions of existing items. Consensus will be reached when at least 70% of the panel strongly agree or disagree on inclusion or exclusion of an item. Items that did not reach agreement and newly suggested items will be taken to round 2, together with feedback of round 1 responses. After the second round, items will be ranked by importance, and a list of items will be created. This list will be distributed among the panel members to discuss during a final consensus meeting.

Ethical and Legal Considerations

On a lower level, each partner institution involved in this study will submit an institutional review board application or ethical committee application according to the respective national regulations at the latest in February 2022. Informed consent will be obtained from all participants before data collection. For the pilot study involving individuals with (mild) cognitive disabilities, a team of trained psychologists will conduct recruitment of participants to ensure that potential participants’ cognitive functions and comprehension abilities allow them to provide written informed consent. Only pseudonymized data will be shared among the living labs in the context of harmonization of procedures and protocols.

On a higher level, with the VITALISE project, we also aim to collect information on differences and similarities concerning legal frameworks, data management, and privacy. To date, the following project deliverables have addressed the issues of legal frameworks, privacy, and data management: Deliverable D1.2 First Version of Ethics and Safety Manual (submitted to European Commission on September 29, 2021) reports on the VITALISE project’s international, European, and national ethical regulations, device standards, and certifications as well as accepted data management procedures; presents a first plan for the VITALISE scheduled data collection to be compliant with the reported regulations and guidelines; and evaluates potential concerns. In addition, project deliverable D1.4 Data Management Plan (first version) (submitted to European Commission on September 29, 2021) provides provisional information regarding the data to be collected during the project.
addresses the issue of data reuse for further exploitation by expanding on the manner in which the data will be made accessible, and gives information on the data’s curation and preservation. Deliverables will be available to the general public via the VITALISE project website [1] after completion of the European Commission review process (approximately October 2022). Concerning informed consent procedures, identification and recruitment of participants, security measures, and anonymization or pseudonymization procedures of personal data and data transfer to non-EU countries, two project deliverables DJ4.1 H—Requirement No. 1 and 14.2 Protection of Personal Data—Requirement No. 3 have been submitted to the European Commission on November 29, 2021. These deliverables will, however, only be available to the consortium members and Commission services.

Results

Research activities (eg, participant enrollment, data collection, and data analysis) for this project will start in March 2022 (phase 1) and June 2022 (phase 2) and end in March 2024. Phase 1 (cocreation) will provide insights into different stakeholders’ views (ie, end users, clinicians, and informal caregivers) on the role of technology in rehabilitation on a European level (and beyond), as well as specific suggestions regarding rehabilitation innovations. Phase 2 (small-scale pilot studies) will provide insights into end user experiences, and usability and preliminary effectiveness of 6 selected neuropsychological or physical rehabilitation interventions for patients with stroke and older individuals. Phase 3 (harmonization via the Delphi methodology) will provide a consensus on harmonized screening, outcomes, and outcome measures for living lab research in the context of technology in rehabilitation. Together, these research activities will provide an opportunity for all involved living labs (and beyond) to gain knowledge on specific technologies intended for rehabilitation and to discuss and adopt each other’s technologies or procedures, to harmonize living lab procedures and infrastructures concerning the use of innovative technology in rehabilitation on a European level.

Discussion

Study Significance

This JRA protocol needs to be considered in light of the European Commission’s Horizon 2020 program called Integrating Activities for Starting Communities (INFRAIA-02-2020). This JRA is part of three JRA that will investigate three domains of health and well-being research, namely, rehabilitation, transitional care, and everyday living environments. With these JRA, the VITALISE project aims to improve, in quality or quantity, the integrated services provided at a European level by serving as test beds for harmonizing procedures and services. This JRA, in particular, focuses on the use of technology in rehabilitation.

The primary outcome of this study (JRA) allows the involved living labs to exploit similarities in existing services and infrastructures, such as devices, hardware, and software being used for either intervention or data collection purposes, and harmonize (and potentially eliminate) identified differences. The secondary outcome of this JRA is an increased knowledge and improvement of technological innovations for rehabilitation of patients with stroke and individuals living with MCI or dementia, on an international level.

The study design involves a collaboration of multiple international living labs (1) to gain insight into stakeholders’ views on the use of innovative technologies for rehabilitation on an international level, (2) to explore the (preliminary) effects of the pilot intervention, and (3) to explore and learn from each living lab by using each other’s infrastructures, to harmonize procedures and infrastructures across living labs.

Conclusions

The JRA described in this research protocol demonstrates cocreation activities and implements a variety of study designs that illustrate living lab practices and infrastructure. The knowledge gained by the execution of this research will lead to harmonized procedures and protocols in a rehabilitation context for living labs in Europe and beyond. In addition, we will also be able to provide new insights for improving the implementation of innovative technologies in rehabilitation.
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Abstract

Background: Up to 40% of incident dementia is considered attributable to behavioral and lifestyle factors. Given the current lack of medical treatments and the projected increase in dementia prevalence, a focus on prevention through risk reduction is needed.

Objective: We aim to increase dementia risk knowledge and promote changes in dementia risk behaviors at individual and population levels.

Methods: The Island Study Linking Aging and Neurodegenerative Disease (ISLAND) is a long-term prospective, web-based cohort study with nested interventions that will be conducted over a 10-year period. Target participants (n=10,000) reside in Tasmania and are aged 50 years or over. Survey data on knowledge, attitudes, and behaviors related to modifiable dementia risk factors will be collected annually. After each survey wave, participants will be provided with a personalized dementia risk profile containing guidelines for reducing risk across 9 behavioral and lifestyle domains and with opportunities to engage in educational and behavioral interventions targeting risk reduction. Survey data will be modeled longitudinally with intervention engagement indices, cognitive function indices, and blood-based biomarkers, to measure change in risk over time.

Results: In the initial 12 months (October 2019 to October 2020), 6410 participants have provided baseline data. The study is ongoing.

Conclusions: Recruitment targets are feasible and efforts are ongoing to achieve a representative sample. Findings will inform future public health dementia risk reduction initiatives by showing whether, when, and how dementia risk can be lowered through educational and behavioral interventions, delivered in an uncontrolled real-world context.

International Registered Report Identifier (IRRID): DERR1-10.2196/34688

doi:10.2196/34688
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Introduction

Dementia is one of the most prevalent and burdensome conditions that impact the community, and projections suggest that 152 million people will be affected worldwide by 2050 [1]. In the absence of medical treatments that halt or slow disease progression, dementia risk reduction has been identified as a priority for public health research and policy development [2-6].

Recent estimates suggest that between 40% and 48% of dementia could be prevented or delayed through dementia risk reduction interventions [3,7]. Modifiable dementia risk factors include diabetes, hypertension, high cholesterol, obesity, hearing loss, physical inactivity, smoking, excessive alcohol consumption, low educational attainment, lack of cognitive stimulation, social isolation, brain injury, pollution exposure, stress, and depression [7,8]. The population attributable fraction of risk (which combines the relative risk with prevalence) for independent risk factors ranges from 1% (obesity, diabetes) to 8% (hearing loss) [7]. Behavioral and lifestyle factors can co-occur and the interplay between multiple risk factors is not yet well understood [9,10]. Models with Australian data that account for nonindependence suggest that reducing the rate of each risk factor by 20% could reduce the prevalence of dementia by up to 30% by 2050 [3].

The effects of behavioral interventions for reducing dementia risk—a group-based intervention targeting diet and exercise, with cognitive training and vascular risk factor management [11]; dietary advice [12,13]; changes in physical activity [14,15]; cognitive training [16,17]; undertaking formal education in later life [18]; and a multicomponent program targeting cognitive activity, exercise, diet, sleep, and depression management [19]—are actively being investigated. These trials [11-19] have a necessary focus on internal validity and are subject to time constraints; therefore, they largely target at-risk older individuals to maximize the chance of observing change in dementia-related outcomes within the study period. Although trial results can provide evidence of cause and effect, external validity (including the extent to which findings can be replicated in real-world settings and generalized to public health or long-term benefit) needs to be verified [11].

There has also been a concerted effort in dementia research focused on understanding the biological and functional changes that precede clinical symptoms of neurodegeneration. Promising new molecular markers that support the potential for individual dementia risk profiling have been identified [9,20]. For example, apolipoprotein epsilon-E and polygenic risk can now be identified within families, and blood-based biomarkers (e.g., beta-amyloid, phosphorylated tau, and neurofilament light) can indicate neuropathology and neurodegeneration up to 20 years before functional symptoms occur [21,22]. Similarly, new web-based tools are emerging that use computer-based audiovisual techniques and artificial intelligence to remotely measure cognitive, visual, speech, and motor functions [23]. Subtle changes in thinking and memory and in lexicosyntactic and motor domains are understood to be associated with early-stage dementia [24-26]. Using these emerging techniques, it is possible to detect and track preclinical signals of neuropathology.

Life-course modeling suggests that the future incidence of dementia could be reduced by modifying dementia risk-related behaviors in midlife [7,27], and it is now important to test these models in real-world contexts. Long-term large-sample prospective cohort studies present a viable approach for tracking changes in dementia risk factors over time at the individual and population level [2,5,28]. Linking biological and functional markers of dementia pathology with information about dementia risk behaviors and demographic data provides the opportunity for detailed cohort characterization and enables precision in selecting and targeting risk reduction interventions [9]. It is then feasible to investigate patterns of change in relation to intervention engagement for symptomatic, high-risk, and asymptomatic participants. A large prospective research cohort can thus provide a framework for investigating the modification potential of individual and population-level dementia risk profiles in relation to intervention exposures and can help determine the conditions in which public health dementia risk reduction interventions could be most beneficial [29,30].

Tasmania has a population of 0.5 million that has an aging profile and higher incidences of many dementia risk factors than the rest of Australia. Furthermore, while there is a public appetite for dementia prevention, only 30% of Australians reportedly recognize that dementia risk is modifiable [31,32]. Emerging evidence indicates help-seeking older adults find that knowing their own risk profile information improves their understanding of how they can reduce their risk of developing dementia [33]. This is encouraging and offers support for providing personalized feedback to help increase the personal resonance of risk reduction messages and to stimulate health behavior change [34,35]. This knowledge, understanding that it is possible to change one’s health status, having access to the opportunity and support required to take action, and being motivated to do so are all considered to be important contributing factors for achieving effective health-related behavior change [36,37].

The primary hypothesis for this study is that increasing knowledge and motivations related to modifiable dementia risk, and engaging in behavioral and lifestyle-related risk reduction activities, will be protective over time against declining cognition and neurobiological markers of dementia, at the individual level and the population level. There are 3 key aims: (1) characterize dementia risk knowledge and behaviors, current and historical health status, cognition, and dementia-related biomarkers; (2) deliver health-related community-based and educational dementia risk reduction interventions; and (3) determine the real-world conditions in which dementia risk reduction interventions yield the greatest benefit to inform future dementia prevention research, policy, and practice.

Methods

Overview

The Island Study Linking Aging and Neurodegenerative Disease (ISLAND) is a large-sample prospective public health cohort...
study with nested interventions. Targeting dementia risk-related behaviors and modifiable dementia risk factors, ISLAND is being conducted in Tasmania, Australia.

**Ethics**

The study has been approved by University of Tasmania’s Health and Medical Human Research Ethics Committee (HREC H001864) and will be conducted in accordance with the National Health and Medical Research Council’s National Statement on Ethical Conduct in Human Research [38]. Potential participants will be given up-to-date information and asked to provide consent to the research conditions at baseline; enrolled participants will be provided updated study materials and asked to reconsent at all subsequent assessment waves.

**Study Design**

This study will be conducted over a period of 10 years (2019 to 2029), with repeated measurements and a range of risk reduction interventions (Figure 1). We anticipate that this timeframe will be sufficient for changes in cognitive and biological markers to occur. Participants are considered active agents who are provided the opportunity to engage in managing their own dementia risk based on their knowledge, personal motivations, and circumstances, and to encourage dementia risk reduction in their communities. Longitudinal patterns of knowledge about modifiable dementia risks, motivations to engage with risk-reduction interventions, and changes in dementia risk behaviors, cognitive function, and blood-based biomarkers will be investigated. Data will be modeled to test whether, when, and how dementia risk reduction interventions are likely to reduce future dementia incidence in the long term.

![Study design and planned outcomes. ISLAND: Island Study Linking Aging and Neurodegenerative Disease.](https://www.researchprotocols.org/2022/3/e34688)

The study will primarily be web-based to maximize access for Tasmanian residents regardless of their location. A dedicated, secure web-based environment has been designed to manage participant engagement and to remotely administer questionnaires and cognitive assessments. In-person attendance is only required for blood sample collection, which will take place in community-based clinics.

**Measures**

Participants’ knowledge of and motivations to change behaviors related to dementia risk will be collected annually with surveys, in conjunction with current behaviors and engagement indices (Table 1). The Checklist for Reporting the Results of Internet e-Surveys [39] is available in Multimedia Appendix 1. Data from the Knowledge of Dementia Risk Reduction instrument, the Motivations to Change Lifestyle and Health Behaviours for Dementia Risk Reduction scale [40], and dementia risk profile will be used to support behavior change modeling [41]. A portion of the cohort will also complete the New General Self-Efficacy scale [42], the All Aspects of Health Literacy Scale [43], and the Perceived Stress Scale [44].

The Cambridge Neuropsychological Test Automated Battery [45,46] will be used to measure changes in thinking and memory, and Talk2Me [23], an automated linguistic data collection instrument, will be used to detect lexicosyntactic indicators of cognitive function. Motor–cognition will be measured using a screening instrument for preclinical Alzheimer disease (TAS Test) [47] that applies computer vision to capture the speed and rhythm of hand movements, which are understood to decline with the onset of dementia pathology [26]. The Cambridge Neuropsychological Test Automated Battery, Talk2Me, and TAS Test instruments are designed for web-based administration, allowing a wider reach than that which could be achieved with in-person assessment. Multisource cognitive data provide the opportunity to understand performance changes in multiple domains and can be used to triangulate, and cross-validate changes observed in other data. Data on nonmodifiable risk factors, such as age, sex, and genetics (from blood samples), and procedural factors on intervention implementation, engagement, and outcomes will also collected [29,30].
### Table 1. Measurement instruments.

<table>
<thead>
<tr>
<th>Instrument or assessment</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background and Health Survey</td>
<td>Detailed demographic, health, and lifestyle characteristics</td>
</tr>
<tr>
<td>Intervention engagement</td>
<td>System reports of course enrolment and progression and newsletter engagement; self-report intervention and community activity engagement data</td>
</tr>
<tr>
<td>Knowledge of Dementia Risk Reduction Survey</td>
<td>Knowledge of dementia risk; recall and recognition of modifiable and nonmodifiable dementia risk factors</td>
</tr>
<tr>
<td>Motivation to Change Lifestyle and Health Behaviours for Dementia Risk Reduction Scale [40]</td>
<td>Beliefs and attitudes toward lifestyle and behavioral changes for dementia risk reduction</td>
</tr>
<tr>
<td>All Aspects of Health Literacy Scale(^a) [43]</td>
<td>Functional, communicative, and critical health literacy</td>
</tr>
<tr>
<td>New General Self-Efficacy Scale(^a) [42]</td>
<td>Perceived ability to achieve a range of different types of task.</td>
</tr>
<tr>
<td>Dementia Risk Profile</td>
<td>Behaviors affecting dementia risk factors: diagnosis, regular checks and management of cardiometabolic health; BMI; physical and cognitive activity; diet, alcohol consumption, and smoking</td>
</tr>
<tr>
<td>Hospital Anxiety and Depression Scale [48]</td>
<td>Symptom severity for 2 dimensions (anxiety and depression); pooled score indicates psychological distress</td>
</tr>
<tr>
<td>Perceived Stress Scale(^a) [44]</td>
<td>Extent to which daily life is perceived as stressful</td>
</tr>
<tr>
<td>Lubben Social Network Scale [49]</td>
<td>Extent of social networks; 3 dimensions (family, neighbors and friends)</td>
</tr>
<tr>
<td>Assessment of Quality of Life [50]</td>
<td>Multiattribute utility instrument that generates psychometric and Quality of Life Years scores based on 8 dimensions of health-related quality of life: physical health (independent living, pain, and senses) and psychosocial health (mental health, happiness, coping, relationships, and self-worth)</td>
</tr>
<tr>
<td>Written reflection task [51]</td>
<td>Cognitive performance: idea density, grammar, and sentence construction</td>
</tr>
<tr>
<td>Talk2Me Online [23]</td>
<td>Cognitive performance: image naming, picture description, and audio files providing approximately 2000 lexico-syntactic, acoustic, and semantic features for analysis</td>
</tr>
<tr>
<td>Cambridge Neuropsychological Test Automated Battery Online [45]</td>
<td>Cognitive performance: Paired Associates Learning captures learning and recall of visual information over successive trials and is sensitive to cognitive decline in early Alzheimer disease and mild cognitive impairment [52] Spatial Working Memory assesses executive function, retention, and manipulation of visuospatial information</td>
</tr>
<tr>
<td>TAS Test [47]</td>
<td>Motor and cognitive performance using keyboard tapping, visuomotor reaction tests, and visuospatial working memory tests providing approximately 1000 motor-cognitive features for analysis</td>
</tr>
<tr>
<td>Blood samples</td>
<td>Biomarker levels indicative of dementia pathology (eg, beta-amyloid, phosphorylated tau, and neurofilament light) measured in plasma or serum using enzyme-linked immunoassay, SIMOA(^b), and mass spectrometry</td>
</tr>
<tr>
<td>Genetics</td>
<td>Candidate gene markers related to Alzheimer disease such as apolipoprotein epsilon-E and the brain-derived neurotrophic factor polymorphism measured via blood samples</td>
</tr>
</tbody>
</table>

\(^a\)Instruments only administered to some participants.  
\(^b\)SIMOA: Single Molecule Array.

The dementia risk profile questionnaire and scoring are based on risk criteria outlined by the World Health Organization [6] and the Australian National University’s Alzheimer Risk Index [53]. For cognitive activity, the frequencies of 11 different cognitive and cultural activities are recorded (low risk: 33 or higher; high risk: less than 33). For physical activity, minutes per week of light, moderate, and vigorous activity are recorded, with each minute assigned 3.3 MET, 4 MET, and 8 MET and summed for the total score (low risk: 600 or more; high risk: less than 600). For alcohol consumption, the number of standard drinks per week is recorded (low risk: less than 14 drinks per week, and no more than 2 standard drinks per day; medium risk: 14 or less standard drinks per week and either more than 2 standard drinks per occasion or binge drinking; high risk: more than 14 standard drinks per week). Risk levels associated with blood pressure management are based on whether hypertension has been diagnosed, check-up frequency, and treatment (low risk: no diagnosis and regular check-ups, or diagnosis under medical management; medium risk: regular check-ups but with either unsure diagnosis or with hypertension and being treated; high risk: hypertension diagnosis and no regular check-ups or medical treatment, or no diagnosis and no regular check-ups). Risk levels for cholesterol management and diabetes management are scored in the same way as hypertension. BMI is calculated as weight divided by height squared (low risk: 18 to 24.9 kg/m\(^2\); medium risk: 25 to 29.9 kg/m\(^2\) or less than 18 kg/m\(^2\); high risk: 30 kg/m\(^2\) or over). Adherence to the Mediterranean-DASH Intervention for Neurodegenerative Delay...
diet is calculated using the total score, which ranges from 0 to 14 (low risk: 12 or higher; medium risk: 7.5 to 11.9; high risk: less than 7.5). For smoking, low risk is assigned when no smoking is reported, medium risk is assigned when occasional smoking is reported, and high risk is assigned when participants smoke daily, almost daily, or weekly. In addition to dementia risk profile scores, risk levels for depression are computed using data from the Hospital Anxiety and Depression Scale [48]. Normative cut points are applied to assign risk levels: low (normal, 0 to 7), medium (borderline, 8 to 10) and high risk (11 to 21).

Setting and Participants
Tasmania’s population is distributed across urban, rural, and remote settings. A larger percentage of residents (19.4%) are over the age of 65 years (compared to 14.8% nationally), and Tasmania has the highest median age of all Australian states (Tasmania: 42 years; Australia: 37 years) [54]. Relative to the Australian population, Tasmania has high rates of smoking (Tasmania: 16.4%; Australia: 13.8%); obesity (Tasmania: 70.9%; Australia: 67.0%); heart, stroke, or vascular disease (Tasmania: 6.0%; Australia: 4.8%); diabetes (Tasmania: 5.5%, Australia: 4.9%); and poor mental health (Tasmania: 21.7%, Australia: 20.1%). Educational attainment is also low in Tasmania, with 27.5% of the population aged 15 to 75 years having no educational qualification above year 10 (or 16 years of age) compared with the national average of 19.3% [55]. These characteristics mean the Tasmanian population is at higher risk of dementia than the broader Australian population and is ideal for a public health research initiative implementing strategies to achieve dementia risk reduction.

Recruitment and Retention
We aim to recruit 10,000 participants, which is 5% of the Tasmanian population aged 50 or over. This sample offers a meaningful slice of the population for the project’s public health objectives. Eligibility criteria are age 50 years or older (based on the likelihood of higher personal health motivations and to provide maximum opportunity for observing longitudinal changes from midlife in behavioral, cognitive, and biological markers [35]), resident of Tasmania, having an email address, and having access to the internet. Invitations to join the study are regularly and widely distributed using web-based, print, and broadcast media; community talks; information booths; social media; flyers; and posters. Potential participants register interest via ISLAND Home, a secure web-based cohort management portal [56]. On their personal ISLAND Home page, participants can monitor their study engagement history and progress, update their contact information, access newsletter archives, and respond to research and intervention invitations. ISLAND project staff liaise with participants by email, through social media, and in person at the community-level to support recruitment, engagement, and retention. Participants who self-identify as having deteriorating cognitive functioning in their annual survey responses will be advised to seek medical referral to the affiliated ISLAND Clinic for clinical assessment, diagnosis, and treatment.

Interventions

**ISLAND Newsletter**
Upon registration, participants are sent an email newsletter every 3 to 4 weeks. The newsletters provide a digest of evidence-based information, project findings, information about modifiable dementia risks, and invitations to join research and community activities.

**Dementia Risk Profile**
Participants complete a dementia risk profile questionnaire at each timepoint. Upon completion, they are provided with a personalized report of their individual risk level (low, medium or high) for 9 behavioral and lifestyle domains, and includes advice, based on World Health Organization guidelines [6], for shifting to a lower risk level. The dementia risk profile is intended to be used by participants to monitor changes in their own dementia risk-related behaviors over time, as a source of motivation for addressing risk, or to share with their primary health provider for guidance in risk factor management.

**Preventing Dementia Massive Open Online Course**
The Preventing Dementia Massive Open Online Course presents contemporary evidence-based information on dementia risk and guidance on risk reduction behaviors [57]. The free 4-week course is offered twice each year. Quizzes provide participant feedback, and social engagement is supported by monitored discussion forums. In 2019, the Preventing Dementia Massive Open Online Course was ranked by Class Central as the all-time third highest among health-related Massive Open Online Courses [58]. Since its launch in 2016, the course has attracted 154,000 enrolments from 175 countries, of whom 43% have completed the course. Based on pilot evidence [59], exposure to the course is expected to increase knowledge and motivations related to modifiable dementia risks, and thus support changes in dementia risk behaviors.

**ISLAND Campus**
Evidence from the Tasmanian Healthy Brain Project [60,61] showed later life university education may protect against cognitive decline. Between June and September 2020, full fee-waiver scholarships were made available by the University of Tasmania to study participants to undertake a full university course of their choosing. To be eligible, participants needed to provide additional survey data (Perceived Stress Scale, New General Self-Efficacy Scale, All Aspects of Health Literacy Scale). These data will be used to measure the influence of perceived stress, self-efficacy, and health literacy on student engagement, and the combined long-term effect of university study in later life on dementia risk knowledge, attitudes, behaviors, and cognitive functioning will be examined.

We have also put in place partnerships with established government and nongovernment health promotion organizations (eg, Tasmanian Health Service, Libraries Tasmania, municipal offices within the Local Government Association of Tasmania, Quit Tasmania, The Heart Foundation, Diabetes Tasmania). These partnerships will be leveraged to provide study participants opportunities to connect with local...
community-based public health activities that target dementia risk factors.

**Future Interventions**

This study is a valuable opportunity to conduct substudies focusing on specific research questions. For example, cohort segments can be targeted with particular interventions, or recruited into studies of factors that influence or detect change in dementia trajectories. Participant invitations to join future studies, health promotion programs, and community-initiated events (walking groups, information sessions, social groups) will be promulgated via notices on ISLAND Home, in newsletters, and on social media. Biological samples collected from participants, such as blood, will support further investigation of links between proteins, genetic markers, neurodegenerative disease, and brain function.

**Data Management and Storage**

Survey, cognition, and biomarker data will be deidentified and stored on secure databases in accordance with institutional ethics and privacy policies. Blood samples will be stored indefinitely in secure freezers (at –80°C) for future analyses.

Data is collated using the secure web-based portal. Survey, cognitive assessment, biomarker, and intervention data are linked by a unique identifier, forming a comprehensive database of participant demographics, risks, exposures, functioning, neuropathology, and potential confounders at participant level.

**Planned Analysis**

Relevant literature will be monitored to inform covariate selection and exclusion criteria. Missing data mechanisms will be assessed and accounted for using standard techniques.

Multilevel regression models will be used to estimate changes in dementia risk knowledge, attitudes and behaviors over time with respect to exposures. These models allow control of type I errors where data do not meet assumptions of independence. Multinominal state-space models will be used to model changes in risk behaviors over time by estimating the expected probability of transition from state $i$ at time $t$–1 to state $j$ at time $t$, where states $i$ and $j$ represent discrete risk (eg, high risk and low risk). Longitudinal profiles of cognitive assessment and biomarker trajectories will be modeled using multilevel regression models, adjusting for covariables including age, sex, years of education, and intervention exposure. Multivariate relationships between risk knowledge, attitudes, and behavior states with dementia risk reduction, cognitive assessments, biomarkers, measured exposures, other demographic data, and survey data will be explored using clustering or ordination techniques such as $t$-distributed stochastic neighbor embedding.

**Results**

Recruitment in the first 12 months (October 2019-October 2020) indicates the target baseline sample is feasible. As of October 1, 2020, a total 12,706 people had registered interest in the study, of whom 6410 provided complete data in the baseline demographic and dementia risk profile surveys. The cohort is distributed across the state’s populated regions, with greater density in the capital city (south) and regional urban centers (north and northwest) (Figure 2). The characteristics of the ISLAND cohort compared with the Tasmanian population are presented in Table 2. Study participants’ median age is 63 years, and there is a nearly even split between retired (3002/6410, 46.8%) and employed (2924/6410, 45.6%) participants. Nearly three-quarters (4630/6410, 72.2%) are female, and a higher proportion have university degrees (3107/6410, 50.0%) than population norms (36,337/206,421, 17.5%). There is also a higher proportion of people living in areas of socioeconomic advantage (857/6410, 50.0%) than population norms (9495/206,421, 17.5%). There is also a higher proportion of people living in areas of socioeconomic advantage (857/6410, 13.4%) than in the general population (9495/206,421, 4.6%). Of 6410 participants, 1731 (27.0%) have completed the Preventing Dementia Massive Open Online Course. Recruitment is complete for ISLAND Campus; 1322 participants are enrolled, of whom 784 (59.3%) have commenced a new university course.

Figure 2. Geographical distribution of the Tasmanian population (N=542,000) and study participants (per 100, n=6410). The map was traced from Google Maps [62], and population [63] and participant data were overlaid using Google’s JavaScript and Geocoding APIs.
Table 2. Study participants (October 2019-October 2020) compared with Tasmanian residents 50 years and older. Tasmanian population data drawn from the Australian Bureau of Statistics [63].

<table>
<thead>
<tr>
<th>Demographic variables</th>
<th>Participants (n=6410), n (%)</th>
<th>Tasmanian population &gt;50 years of age (n=206,421), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>63.1 (7.5)</td>
<td>65.3 (10.6)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>63 (50, 94)</td>
<td>63 (50, 105)</td>
</tr>
<tr>
<td><strong>Age categories (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-59 years</td>
<td>2306 (36.0)</td>
<td>72,912 (35.3)</td>
</tr>
<tr>
<td>60-69 years</td>
<td>2724 (42.5)</td>
<td>67,723 (32.8)</td>
</tr>
<tr>
<td>70-79 years</td>
<td>1237 (19.3)</td>
<td>42,044 (20.4)</td>
</tr>
<tr>
<td>80+ years</td>
<td>143 (2.2)</td>
<td>23,742 (11.5)</td>
</tr>
<tr>
<td><strong>Gender (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>4630 (72.2)</td>
<td>108,014 (52.3)</td>
</tr>
<tr>
<td>Male</td>
<td>1771 (27.6)</td>
<td>98,418 (47.7)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (0.01)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Work Status (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>3002 (46.8)</td>
<td>118,221 (49.1)</td>
</tr>
<tr>
<td>Employed/Work-ready</td>
<td>2924 (45.6)</td>
<td>105,931 (41.9)</td>
</tr>
<tr>
<td>Missing</td>
<td>78 (0.01)</td>
<td>16,816 (0.07)</td>
</tr>
<tr>
<td><strong>Education level (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>1832 (28.6)</td>
<td>12,344 (5.9)</td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>1275 (21.5)</td>
<td>23,993 (11.6)</td>
</tr>
<tr>
<td>Diploma贸易</td>
<td>1929 (30.1)</td>
<td>62,095 (34.4)</td>
</tr>
<tr>
<td>High school</td>
<td>1018 (15.9)</td>
<td>52,192 (28.9)</td>
</tr>
<tr>
<td>Primary school</td>
<td>4 (0.01)</td>
<td>29,756 (16.5)</td>
</tr>
<tr>
<td>Missing</td>
<td>252 (3.9)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Regional distribution (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>North and northeast</td>
<td>1452 (22.7)</td>
<td>58,094 (28.2)</td>
</tr>
<tr>
<td>West and northwest</td>
<td>919 (14.3)</td>
<td>46,597 (22.6)</td>
</tr>
<tr>
<td>South and southeast</td>
<td>4006 (62.5)</td>
<td>101,456 (49.2)</td>
</tr>
<tr>
<td>Missing</td>
<td>27 (0.4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Socioeconomic status</strong>&lt;sup&gt;b&lt;/sup&gt; (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quintile 1</td>
<td>1822 (28.4)</td>
<td>76,788 (37.2)</td>
</tr>
<tr>
<td>Quintile 2</td>
<td>1380 (21.5)</td>
<td>53,876 (26.1)</td>
</tr>
<tr>
<td>Quintile 3</td>
<td>914 (14.3)</td>
<td>37,775 (18.3)</td>
</tr>
<tr>
<td>Quintile 4</td>
<td>1404 (21.9)</td>
<td>28,486 (13.8)</td>
</tr>
<tr>
<td>Quintile 5</td>
<td>857 (13.4)</td>
<td>9495 (4.6)</td>
</tr>
<tr>
<td>Missing</td>
<td>33 (0.5)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not available.

<sup>b</sup>Quintile 1 is the most relatively disadvantaged areas, and Quintile 5 is the most relatively advantaged areas.

Risk status for 10 of the established modifiable dementia risk factors [7,8] (Table 3) and the geographical distribution of participants scoring high risk for unmanaged hypertension (Figure 3) are shown. Figure 3 is presented to show how the combination of dementia risk profile data and geographical location enable the identification of areas where community-based risk reduction interventions might be most warranted.
<table>
<thead>
<tr>
<th>Risk factor and level</th>
<th>Participants (n=6410), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cognitive activity</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>3519 (54.9)</td>
</tr>
<tr>
<td>High</td>
<td>2800 (43.7)</td>
</tr>
<tr>
<td><strong>Physical activity</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>5429 (84.7)</td>
</tr>
<tr>
<td>High</td>
<td>741 (11.6)</td>
</tr>
<tr>
<td><strong>Alcohol consumption</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>3207 (50.0)</td>
</tr>
<tr>
<td>Medium</td>
<td>1934 (30.2)</td>
</tr>
<tr>
<td>High</td>
<td>779 (12.1)</td>
</tr>
<tr>
<td><strong>Blood pressure</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>5925 (92.4)</td>
</tr>
<tr>
<td>Medium</td>
<td>175 (2.7)</td>
</tr>
<tr>
<td>High</td>
<td>258 (4.0)</td>
</tr>
<tr>
<td><strong>BMI</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>2293 (35.8)</td>
</tr>
<tr>
<td>Medium</td>
<td>2197 (34.3)</td>
</tr>
<tr>
<td>High</td>
<td>1616 (25.2)</td>
</tr>
<tr>
<td><strong>Cholesterol level</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>5209 (81.3)</td>
</tr>
<tr>
<td>Medium</td>
<td>230 (3.6)</td>
</tr>
<tr>
<td>High</td>
<td>922 (14.4)</td>
</tr>
<tr>
<td><strong>Diabetes</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>5270 (82.2)</td>
</tr>
<tr>
<td>Medium</td>
<td>113 (1.8)</td>
</tr>
<tr>
<td>High</td>
<td>963 (15.0)</td>
</tr>
<tr>
<td><strong>Mediterranean diet adherence</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>1284 (20.0)</td>
</tr>
<tr>
<td>Medium</td>
<td>4646 (72.5)</td>
</tr>
<tr>
<td>High risk</td>
<td>435 (6.8)</td>
</tr>
<tr>
<td><strong>Smoking</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>6109 (95.3)</td>
</tr>
<tr>
<td>Medium</td>
<td>80 (1.2)</td>
</tr>
<tr>
<td>High</td>
<td>205 (3.2)</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>5784 (91.1)</td>
</tr>
<tr>
<td>Medium</td>
<td>407 (6.4)</td>
</tr>
<tr>
<td>High</td>
<td>155 (2.4)</td>
</tr>
</tbody>
</table>
**Discussion**

This project presents a unique opportunity to observe, at individual and population levels, the long-term natural life-course trajectories related to dementia indicators and risk behaviors and responds to calls for public health action on dementia prevention [2]. The overall objective of the project is to extend and translate epidemiological and experimental intervention evidence regarding modifiable dementia risk factors, integrate life-course perspectives and inform policy development for public health dementia risk reduction initiatives [9,10]. By including 10,000 participants (or 5% of the target population aged 50 years or over), characterizing dementia risk at individual and aggregate levels, and tracking changes in relation to engagement with risk reduction interventions, this study will contribute valuable knowledge about the long-term effects of adjusting health behaviors in middle and later life on dementia risk [6,28]. This is a valuable opportunity to find out whether, when, and how dementia risk can be lowered through risk reduction interventions delivered in an uncontrolled population-based public health context.

We will apply and develop innovative web-based techniques for remotely assessing cognitive function and at scale. These functional data will be combined with detailed demographic data and data on established and emerging biomarker and genetic indicators, to characterize dementia risk in this population cohort. The research sample can thus be segmented for interventions and research questions (eg, ISLAND Campus) as well as broad-scale offerings (eg, Preventing Dementia Massive Open Online Course). Even with anticipated attrition that is common in longitudinal cohorts [65], the large sample size provides the opportunity to identify patterns of change in dementia risk over time, accommodating a wide range of behavioral and health-related antecedents, procedural factors, and demographic covariates.

While our target population sample is an ambitious goal, our preliminary results indicate that it is achievable. The early responder sample has a high proportion of women and people with university qualifications, and the proportions at medium or high risk of dementia due to obesity, smoking, and depression are lower than those in the Tasmanian population [54]. This means our sample is not yet reflective of Tasmanian norms. Because educational attainment is an established determinant of socioeconomic inequalities in both physical health and cognitive functioning [66], we expect people with lower levels of education and living in areas of relative socioeconomic disadvantage may have poorer health profiles and stand to benefit more from engaging with a dementia risk reduction public health program. Ideally, we aim to achieve a representative research sample, to maximize the reach of risk reduction information and opportunities and to support the future generalization of findings. The demographic profile of the current sample will guide targeted recruitment calls to increase the number of men and people with low formal education. Ongoing efforts are focused on recruitment through community-based networks in lower socioeconomic status areas, facilitated by partner organizations such as information technology access centers, neighborhood houses, municipal offices, and technical or trade-dominant workplaces. We anticipate that this targeted and supported recruitment strategy will increase the representation of people who may not otherwise join a web-based research program and whose data will
contribute to more population-equivalent distributions across the risk domains (eg, smoking, BMI, diet). A related study [67] is examining the drivers of reach and resonance of risk reduction messages at community and population level and will inform the ongoing development and dissemination of actionable information about dementia risk reduction. Cultural and linguistic diversity was not included in the initial baseline data but is increasingly recognized as an important determinant of health and health behaviors. These data are being collected from the sample in follow-up surveys.

Because we use a participant-centered design that is informed by behavior change theory and public health research methods, participants are not required to join predetermined research interventions, they are invited to choose from a range of opportunities. The choices that participants make are based on their own knowledge, beliefs, attitudes, and circumstances. In the absence of existing measures that can be used to model the role of knowledge in behavior changes, data from this project will support the validation of new research instruments that assess dementia risk reduction knowledge (Knowledge of Dementia Risk Reduction instrument) and dementia risk behaviors. The constructs measured by these instruments, along with dementia risk reduction motivations and attitudes [40], health literacy [43], and self-efficacy [42], are central to understanding behavior change in relation to dementia risk. Initial development of these instruments was conducted using data samples separate from ISLAND data. The TAS Test motor–cognitive screening test is currently being validated with drawn from within the ISLAND sample. It is our hope that these 3 new tools will strengthen research into dementia risk reduction within and beyond the ISLAND Project. Using multisource data from the Cambridge Neuropsychological Test Automated Battery, Talk2Me, and TAS Test cognitive assessments in conjunction with blood-based biomarkers and self-report surveys will enable triangulation of objective and self-report data. This will add weight to the validity of ISLAND findings, and providing valuable insights into the potential for altering pathological dementia trajectories through behavioral intervention.

The web-based portal is intended to support the project’s reach across Tasmania’s distributed population. The framework is scalable and can be replicated for deployment in other populations, and thus offers multiple opportunities for research collaborations in the field of dementia risk reduction. Independent of their contribution to dementia, many of the modifiable dementia risk factors—particularly obesity, smoking, hypertension, depression, isolation, and diabetes—often co-occur and are directly associated with poor quality of life and mortality [68]. Collaboration at the community level with established health promotion organizations provides a sustainable and cost-effective way for participants to be alerted to risk reduction activities occurring in their area. Linking participants’ geographical location with risk profile information (Figure 3) provides the opportunity to identify areas with a high proportion of risk behaviors. This enables a data-driven rationale for partner organizations (eg, Diabetes Tasmania, Quit Tasmania) to direct community-based interventions into these areas. Thus, our approach has the potential to incidentally address other chronic health conditions and could feasibly lead to considerable public health benefits. Indeed, during the initial COVID-19 lockdown period in Tasmania, in contrast to global public narratives, ISLAND participants did not report detrimental changes in their mental or physical health [69]. The design of this study may prove to be a model that is particularly valuable for low- to middle-income countries where both dementia risk and multimorbidity are high. Ultimately, it is our intention that this project will advance what is known about behavioral and lifestyle dementia risk reduction and contribute to global public health research and practice focused on preventing dementia.
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Abstract

Background: The paucity of dark skin images in dermatological textbooks and atlases is a reflection of racial injustice in medicine. The underrepresentation of dark skin images makes diagnosing skin pathology in people of color challenging. For conditions such as skin cancer, in which early diagnosis makes a difference between life and death, people of color have worse prognoses and lower survival rates than people with lighter skin tones as a result of delayed or incorrect diagnoses. Recent advances in artificial intelligence, such as deep learning, offer a potential solution that can be achieved by diversifying the mostly light-skin image repositories through generating images for darker skin tones. Thus, facilitating the development of inclusive cancer early diagnosis systems that are trained and tested on diverse images that truly represent human skin tones.

Objective: We aim to develop and evaluate an artificial intelligence–based skin cancer early detection system for all skin tones using clinical images.

Methods: This study consists of four phases: (1) Publicly available skin image repositories will be analyzed to quantify the underrepresentation of darker skin tones, (2) Images will be generated for the underrepresented skin tones, (3) Generated images will be extensively evaluated for realism and disease presentation with quantitative image quality assessment as well as qualitative human expert and nonexpert ratings, and (4) The images will be utilized with available light-skin images to develop a robust skin cancer early detection model.

Results: This study started in September 2020. The first phase of quantifying the underrepresentation of darker skin tones was completed in March 2021. The second phase of generating the images is in progress and will be completed by March 2022. The third phase is expected to be completed by May 2022, and the final phase is expected to be completed by September 2022.

Conclusions: This work is the first step toward expanding skin tone diversity in existing image databases to address the current gap in the underrepresentation of darker skin tones. Once validated, the image bank will be a valuable resource that can potentially be utilized in physician education and in research applications. Furthermore, generated images are expected to improve the generalizability of skin cancer detection. When completed, the model will assist family physicians and general practitioners in evaluating skin lesion severity and in efficient triaging for referral to expert dermatologists. In addition, the model can assist dermatologists in diagnosing skin lesions.
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Introduction

Background

Dermatology textbooks and atlases lack diversity in skin tones, which propagates structural racism in the health care system [1]. Descriptions and image documentations of differing dermatologic conditions have been largely based on light skin, posing challenges for dermatologists to promptly recognize conditions in darker skins [2]. These challenges may result in serious negative consequences when early diagnosis is crucial, such as in skin cancer. Prior work [3,4] has demonstrated that people of color have worse prognoses and lower survival rates attributed to delayed or incorrect diagnoses. In people of color, squamous cell carcinoma is the most common type of cancer, and delayed diagnosis is linked to higher rates of metastasis and a decrease in the 10-year survival rate to 20% [4]. The second most common cancer is basal cell carcinoma, in which 50% of the cases are pigmented and often misdiagnosed as melanoma, seborrheic keratosis or nevus sebaceous [4]. Finally, people of color are typically diagnosed at more advanced stages of melanoma, which is responsible for 75% of mortality from all skin cancers [5], and this late diagnosis causes a dramatic decrease in the 5-year survival rate to 66.7% compared to 92.5% in individuals with light skin [6].

Artificial Intelligence in Dermatology

Artificial intelligence refers to techniques that allow machines to mimic human behavior to analyze complex data [7]. Deep learning is a leading technology in artificial intelligence that leverages the capabilities of neural networks to analyze complex system structures independently from human intervention. As a result, deep learning has led to breakthroughs in the development of intelligent medical image analysis and diagnosis with performance comparable to that of health care providers [8].

In dermatology, deep learning models have been performing on par with dermatologists in diagnosing skin cancer. In melanoma classification, a convolutional neural network trained on 12,378 dermoscopic images and tested on 100 clinical images performed on par with 145 dermatologists [9]. The convolutional neural network and dermatologists achieved a mean sensitivity of 89.4%, while the convolutional neural network had a specificity of 68.2% compared with a sensitivity of 64.4% for the dermatologists. Furthermore, a convolutional neural network was utilized to assist 12 board-certified dermatologists in melanoma diagnosis [10]. With the support of the convolutional neural network, the mean sensitivity of the dermatologists significantly ($P=0.003$) improved from 59.4% to 74.6%, and the mean accuracy significantly ($P=0.002$) increased from 65.0% to 73.6%.

Haenssle et al [11] compared the performance of a deep learning–based model to that of 96 dermatologists with varying levels of experience in classifying skin lesion dermoscopic images as malignant or benign. The model obtained a sensitivity of 95.0% (95% CI 93.5%-96.6%) and a specificity of 76.7% (95% CI 64.6%-85.6%); however, the dermatologists had a mean sensitivity of 89.0% (95% CI 87.4%-90.6%) and specificity of 80.7% (95% CI 78.8%-82.6%). In another experiment [11] that involved diagnosis using a combination of dermoscopic images and clinical vignettes, dermatologists had a sensitivity of 94.1% (95% CI 93.1%-95.1%) and a specificity of 80.4% (95% CI 78.4%-82.4%). At the same specificity level as the dermatologists, the deep learning–based model had a sensitivity of 95% (95% CI 83.5%-98.6%) [11].

In diagnosing nonpigmented skin cancer [12], the performance of a convolutional neural network trained on 13,724 images (7895 dermoscopic and 5829 clinical) and tested on 2072 images was compared with that of beginner, intermediate, and expert dermatologists (95 categorized by years of experience) and achieved an area under the curve (AUC) of 0.742 (95% CI 0.729-0.755) compared with an AUC of 0.695 (95% CI 0.676-0.713) for the dermatologists. For particularly challenging conditions, 37.6% (95% CI 36.6%-38.4%) of the network’s diagnoses were correct, which was higher than the corresponding percentages for beginner and intermediate dermatologists but less than that of expert dermatologists (accuracy 40.0%, 95% CI 37.0%-43.0%).

Unfortunately, despite these advancements, the ability to take full advantage of deep learning capabilities is limited due to the lack of adequate quantity and quality of real-world data. Furthermore, and notwithstanding its advantages, the use of deep learning has further put people with darker skin tones at a disadvantage, because training data used in the development of published models lack the true breadth of human skin tones [14,15]. The paucity of nonwhite skin tones in training data limits the generalizability of developed models to nonwhite skin tones. For example, a deep learning–based classifier to diagnose 12 malignant and benign skin lesions using clinical images [16] trained on Asian skin images and validated with Caucasian images classified basal cell carcinoma with an AUC of 0.78, SD 0.02. However, when the training data was augmented by including Caucasian images, the AUC improved to 0.90, SD 0.01. Despite of the excellent performance metrics during development and validation, the model’s generalizability was deficient when tested on a different patient population [17].

The lack of skin tone diversity also limits the study of the relationship between skin tone and diagnostic accuracy. Analysis performed on 2 publicly available data sets—the international skin imaging collaboration (ISIC), which consists of 10,015 dermoscopic images from 7 skin diseases data set, and SD-198, which consists of 6548 clinical images from 198 skin diseases [18]—showed no measurable correlation between classification accuracy and skin tone, which was attributed to the fact that the images in the data sets consisted mainly of light skin tones [18].

Study Goals

Several promising initiatives are being employed to address the lack of diversity, such as a deliberate focus on increasing the diversity of students in medical schools and postgraduate dermatology training programs [19,20], emerging textbooks and literature targeting darker skin pathologies [21], and new
websites to build a database of skin pathology in darker skin tones [1]; however, these efforts are complex, challenging, and take time, thus, implementing a rapid yet effective solution to address this gap is imperative.

We aim to (1) identify the underrepresented tones in publicly available dermatology clinical image atlases; (2) generate realistic images for darker skin with closely related malignant and benign conditions; (3) extensively evaluate the images, using quantitative ratings as well as qualitative human expert and nonexpert ratings; and (4) develop a classification model using several deep learning networks to detect malignancy on all skin tones.

Methods

Overview

This work has 4 main phases (Figure 1). The focus of this work is on common malignant skin pathology and closely related disorders that resemble those malignant lesions and form part of their differential diagnosis; therefore, we collected all clinical images representing those conditions such as basal cell carcinoma, squamous cell carcinoma, melanoma, and nevus from DermNet NZ (994 images) [22], ISIC 2018 (100 images) [23], and a dermatology atlas (607 images) [24]. Images from ISIC and DermNet NZ (Set A) were utilized in training, finetuning, and internal validation. The dermatology atlas images (Set B) will be utilized only for testing the classification model in phase 4 (Table 1).

Figure 1. Phases of the proposed work.

Table 1. Image distribution for training, finetuning, and internal validation (Set A) and for testing (Set B).

<table>
<thead>
<tr>
<th>Class</th>
<th>Set A (n=1094), n (%)</th>
<th>Set B (n=607), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Malignant</td>
<td>634 (58)</td>
<td>508 (83.7)</td>
</tr>
<tr>
<td>Benign</td>
<td>460 (42)</td>
<td>99 (16.3)</td>
</tr>
</tbody>
</table>

Phase 1: Underrepresented Skin Tones Identification

The goal of this phase (Figure 2) is to analyze the images to determine the skin tone distribution and quantify the underrepresentation of the darker tones in the data sets.
Skin Image Augmented Segmentation

Image data augmentation is the process of applying transformations on the images such as flipping, cropping, and rotating to increase the training set size, improve training data variance, and reduce overfitting [25]. A set of 500 clinical images was randomly selected from Set A; images were horizontally flipped and rotated by 90° to yield additional images for the data set (Figure 3).

The images (500 original and 1000 augmented) were utilized to train a segmentation network to separate the disease region from the underlying skin and allow the analysis of the skin color. Trained segmentation networks can be used to improve skin image classification [26]. A deep learning–based image segmentation network developed by Azad et al [27] was employed due to its high accuracy in segmenting dermoscopic skin images. The network was initially trained on 2594 dermoscopic skin images [27]. We adapted the network to segment clinical skin images through transfer learning, by performing an additional cycle of training on the original and augmented images (1500). The training data were randomly split into 1200 (80%) images for training, 150 (10%) images for validation, and 150 (10%) images for testing. Because segmentation classifies each pixel in the image as disease or skin, it can be considered a binary classification problem; therefore, the segmentation model was assessed using accuracy, sensitivity, specificity, AUC, and Jaccard similarity.

Skin Image Clustering

The segmented normal skin regions in the images were preprocessed to detect and remove any possible nonsegmented disease pixels resulting from a variation of the skin color, improve the quality of the images, and allow for accurate skin tone analyses. The contrast of the images was enhanced (Figure 4) using the contrast-limited adaptive histogram equalization, which has been widely applied in medical image enhancement, such as retinal fundus images [28], breast mammography [29], and bone fracture images [29]. The contrast enhancement algorithm divides the image into sections and creates a histogram for each section that is used to redistribute the brightness across the image. This method has outperformed other contrast enhancement methods because it limits the amplification of the contrast across the image and hence reduces noise [30].

Applying contrast adjustment helped to identify pigmented spots and made them easier to remove. A thresholding technique (Figure 5) that analyzed the updated image histogram to classify each pixel as foreground or background [31] was implemented to detect and remove any objects on the skin such as colored spots and hair. As a result, the image included only the pixels that truly reflected skin color.

Processed skin pixels were subsequently analyzed to determine the dominant skin tone using k-means clustering [32] to group the pixels based on color values. The number of clusters was selected to minimize the sum of squared errors and improve in-cluster cohesion [33]. The cluster that had the maximum number of pixels was considered the dominant cluster, and its center was considered the dominant color.
Skin Tone Classification

Although skin tone is easy to perceive, it is challenging to evaluate quantitively. Fitzpatrick [34] defined 6 skin color categories (very light, light, intermediate, tan, brown, and dark). The Melanin Index is one of the most reliable metrics to quantify human skin color based on skin reflectance (using a reflectance spectrophotometer) [35]. However, the use of the melanin index is limited to dermatologists as it requires specialized equipment. Individual typology angle is another metric to evaluate the skin tone category in which the skin color is utilized to calculate an angle that can be assigned to a skin category [36]. Unfortunately, the former skin categorization approach has exhibited inconsistencies and inaccuracies compared to the perceived skin tones [18].

We developed a skin categorization model that classified a dominant skin color into a skin category. An ensemble model, which included k-nearest neighbor [37], random forest [38], and naïve Bayes [39] methods, was implemented to classify the dominant skin color as very light, light, intermediate, tan, brown, or black. For training and validation, a set of 100 skin color variations, represented in the RGB (red, green, blue) color space, was collected from the human skin color database [40]. RGB features were processed to create supplementary color features from different color spaces such as HSV (hue, saturation, value) and Lab (L represents luminance, a represents the range from red to green, and b represents the range from blue to yellow) [41] to provide the model with sufficient color information (Figure 6). The model was tested on the dominant colors extracted from the clustering step and evaluated using accuracy and AUC.
Phase 2: Image Generations for Underrepresented Tones

Style transfer and deep blending image generation methods will be investigated. Both methods are based on image feature extraction and blending using the Visual Geometry Group network trained on the ImageNet database with millions of images for object localization and recognition [42]. Given that convolutional neural networks trained using sufficient labeled data on object recognition are capable of extracting high-level feature representations regardless of the data set [43], style transfer and deep blending can be generalized to the skin image generation problem.

Style transfer has been mainly applied to create stylized artwork [44]. This method will be used to generate skin images with dark skin tones by extracting the features of (1) a content image containing the skin pathological condition and (2) a style image with the target skin color. A new image containing a weighted blend of both feature sets will then be generated starting from noise and iteratively improving by minimizing the content and style loss (Figure 7).

Figure 7. Style transfer procedure. VGG: Visual Geometry Group.

Deep blending has been used to blend an object with a target background image technically, as in style transfer; however deep blending has 3 main differences [45]: only the object of interest in the source (content) image is blended with the target (style) image, thus it requires a segmentation mask, a new loss metric is added to the content and style loss to minimize the sharp intensity change between the source object and target image, and 2 rounds of blending are performed—one with the source object and target image, and the second with the output image of the first round and the target image (Figure 8). We will use this method to (1) achieve a seamless blending of the content disease region and the target skin features and (2) use the image generated from the first step with the style image as input to the network to impose the target skin features (eg, color and texture) on the disease region and the blending boundary to provide a smooth realistic image.

The parameters of style transfer and deep blending methods, such as the number of network layers, the content to style weights, and the degree of lesion pigmentation, will be finetuned. The methods will be employed to generate images for underrepresented skin tones (based on the findings of phase 1).
Phase 3: Generated Image Evaluations

Overview
The images that are generated will be assessed quantitatively and qualitatively. Primarily, image realism and disease presentation will be evaluated through numerical image quality metrics as well as human expert and nonexpert rating. The best performing image generation technique will be utilized to generate diverse images to train the classification model.

Quantitative Evaluation
Quantitative evaluation of the generated images will be performed using 2 image quality assessment metrics—the blind reference-less image spatial quality evaluator, a reference-less metric that quantifies the loss of image realism in the presence of distortions by extracting 18 statistical features to assign a quality score with a support vector machine regressor [46], and the structural similarity index measure, which compares the structure, texture, and edges of a reference image (the original image) with a modified image and provides a similarity score [47].

Qualitative Evaluation
The human visual Turing test, wherein participants are asked to classify images as real or generated, will be conducted. Participants of this test will be medical personnel with varying experience and nonmedical personnel. The classification accuracy, false positive rate (the ratio of generated images classified as real), and true positive rate (the ratio of real images classified as real) will be calculated. Furthermore, a regression model will be implemented to study the significance of the participants’ background in distinguishing the generated images.

Disease identification will also be conducted, which will include solely dermatologists with different years of experience as participants, to evaluate the accuracy of disease presentation in the generated images. The dermatologists will be asked to choose the disease that best describes a set of real and generated images with various malignant and benign conditions. The rate of correctly identified images will be calculated for each disease, image group (real or generated), and skin tone. In addition, disease misdiagnosis rates will be compared with that in published literature pertaining to misdiagnoses in skin of color.

Phase 4: Classification Model Development
The goal of this phase is to develop a malignancy detection model using real and generated diverse images. To develop the model, skin images from Set A and dark skin images generated in phase 2 will be utilized for training and validation. Set B will be used as an independent test set. Set A contains primarily images with light skin (collected from New Zealand). Set B was collected from Brazil where there are varying skin tones (based on Fitzpatrick classification) in the population compared with that of New Zealand [48]. The diversity in Set B, which was confirmed in phase 1, will allow the generalizability of the model to darker skin tones to be evaluated and the impact of the generated images on the classification accuracy to be determined.

Several classification networks will be trained and validated on Set A after handling data skewness. Data augmentation techniques will be utilized to balance class distribution and ensure that the model is not biased toward any class. Given that the developed model will be well balanced, no augmentation on Set B will be performed during the testing phase.

As training deep learning–based classification networks requires large data sets, adapting pretrained networks is important to make use of the network’s calculated weights instead of starting from random weights, which requires more training data. Transferring knowledge from networks pretrained on a large number of images, then enriching that knowledge to classify skin images helps to overcome the lack of data. Therefore, deep learning network architectures such as GoogLeNet [49] and ResNet [50], initially trained with millions of natural images from the ImageNet data set, will be adapted. Existing weights obtained from pretraining will be customized to fit skin image classification.

The classification process will follow 2 approaches to evaluate the effect of the generated images on skin tone diversity, classification accuracy, and generalizability. (1) The convolutional neural networks will be trained on 80% of Set A
(randomly selected) and their corresponding generated darker color images. The remaining 20% will be used for validation while building the model and to update the network weights. This approach will help increase the number of training instances and is expected to familiarize the network with diverse human skin tones. (2) The convolutional neural networks will be trained on the same 80% of Set A images and their corresponding augmented images. The remaining 20% will be utilized for validation, thus the training set and the validation set in both approaches have the same sizes and same original images. In both approaches, Set B will be utilized for testing.

Accuracy boosting will be attempted by integrating supplementary information as separate features, such as skin color category, lesion anatomic distribution, and lesion textual description (lesion color, shape, texture, clinical presentation, associated conditions such as scarring and inflammation). For example, in people of color, pigmented basal cell carcinoma is more prevalent, which will be captured by the generated images, however, some features, such as the solitary papule appearance, will be provided as textual description [51] to address missed appearance factors in the generated images, which will improve malignancy detection in the skin of color where lesions might look different or can be associated with unusual signs [51].

The models will be evaluated using accuracy and AUC. We will compare model classification performance to that of the dermatologists and report the dermatologists’ diagnosis performance with the aid of the developed model as a second opinion. In addition, the correlation between performance measures and skin tone will be calculated.

**Results**

Phase 1 was initiated in September 2020 and completed in March 2021. Phase 2 was subsequently initiated and will be completed in March 2022. Phase 3 and phase 4 will be conducted in parallel; the study is expected to be completed by September 2022.

In Figure 9, a comparison between the segmentation model with and without training on clinical skin images shows that training improves all performance metrics. Accuracy increased from 0.88 (95% CI 0.8798-0.8802) to 0.94 (95% CI 0.9399-0.9401), sensitivity slightly increased from 0.72 (95% CI 0.7197-0.7203) to 0.73 (95% CI 0.7297-0.7303), specificity significantly increased from 0.91 (95% CI 0.9098-0.9102) to 0.98 (95% CI 0.9799-0.9801), AUC increased from 0.82 (95% CI 0.8155-0.8162) to 0.85 (95% CI 0.8538-0.8544), and Jaccard similarity increased from 0.88 (95% CI 0.8798-0.8802) to 0.94 (95% CI 0.9399-0.9401).

Segmentation masks that outlined the region of the disease improved with training (Figure 10). After image enhancement and thresholding, the bar of clusters’ center color is plotted; the first cluster is the largest and dominant one (Figure 11). In classifying the dominant colors into skin tone categories (Figure 12), the model performed well (accuracy 0.95, 95% CI 0.86-1.0; AUC 0.98, 95% CI 0.92-1.0).

In Set A, more than 60% of the images were light skin, 20% were intermediate, and only 20% were tan, brown, and black; in Set B, 45.5% of the images were tan, brown, and black (Figure 13).

![Figure 9. Performance measures of the segmentation before and after training.](image-url)
Figure 10. (A) input; (B) without training; and (C) with training.

Figure 11. Clustering results.

Figure 12. Skin tone categorization results.
Discussion

General

Currently, we have successfully completed the first phase and the second phase is in progress. Based on the results of phase 1, phase 2 will be configured to generate images for the underrepresented skin tones in Set A, thus a diverse image bank will be created. Phase 3 when completed will extensively evaluate the generated images to ensure their quality and high disease presentation. Since an image library that reflects the true breadth of human skin tones will become available, we will build generalizable deep learning models to detect malignancy. Moreover, the detection accuracy will be boosted by employing supplementary features extracted from disease clinical presentation and anatomic distribution. Furthermore, the correlation between classification accuracy and skin tones can be studied, and the performance of dermatologists with the aid of the skin cancer early detection system will be assessed in phase 4.

The development of the integrated artificial intelligence-based skin cancer early detection system for all skin tones incorporates 4 main milestones: identifying underrepresented skin tones, generating a diverse clinical image bank for various malignant and benign conditions, broadly evaluating the generated images, and developing a generalizable classifier to detect malignancy in any skin tone.

The system is designed to analyze clinical images to increase its usability as digital cameras are easily accessible. The system will advantage all skin tones, consequently increasing the dark skin tone inclusion. The system is also expected to raise the clinical index of suspicion and boost the detection rates of malignant lesions. Finally, the system will assist prioritize patients’ referrals to expert dermatologists, for faster diagnosis and help dermatologists with malignancy detection.

The preliminary findings show that the segmentation components demonstrate high accuracy and the quality of the pilot-generated images is promising.

Comparison With Prior Work

Image generation using deep learning had been applied to improve pathology diversity and balance the data. Generative adversarial networks have been utilized in a prior study [52] to generate realistic dermoscopic skin images for various malignant and benign conditions to overcome data skewness. Unlike clinical images, dermoscopic images are captured while zooming in to focus on the disease, thus skin tone was not a factor. Generative adversarial networks have been also utilized to generate clinical skin images for 8 skin conditions (eg, skin tag and melanoma). In [53], a semantic map encoding each input image was manually generated and given as part of the input while training, testing, and generating images, which significantly limited the system’s applicability. Although it was possible to generate images with different skin tones using semantic maps, there was no focus on the darker skin tones. In addition, the ratio of generated images detected as real was relatively low (0.30) and the ratio of correctly identifying skin disease was 0.45. Moreover, the number of participants involved in image quality assessment was insufficient to draw significant conclusions.

To the best of our knowledge, to date, no published study has focused on generating clinical images that reflect the diversity of skin tones. Accompanied by the etiological factors and the anatomic distribution of skin cancer in people of color, the images that are generated will be a valuable resource that can be utilized in education and research, in addition, to its use in this study.

Limitations

The proposed system has limitations, the quality of the original images is vital in generating high-quality images. The system depends on publicly available data sets, thus there are data...
availability limitations; however, we will overcome this limitation by implementing data-efficient and pretrained deep learning methods. Compared with the real images of darker skin tones, generated images might not include all factors that can affect the appearance of the skin lesions on people of color. We will mitigate this issue by reflecting the pigmentation on the lesion consistently with the skin color, and the classification model will be supplemented with textual features detailing key clinical presentations of different lesions on darker skin tones.

**Implications**

Until a real-image repository collected from patients with diverse skin tones becomes available, this study is the first step to filling the gap regarding skin tone diversity toward the goal of achieving racial equity in dermatology diagnosis. The generated image bank will increase the inclusion of dark skin images in dermatology research, the study will leverage the capabilities of deep learning–based cancer detection methods using these images. Our model can be trained in the future with real images of dark skin once dermatology atlases with a large number of dark skin pathologies become available.
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Abstract

Background: The COVID-19 pandemic has placed health care workers (HCWs) under severe stress, compounded by barriers to seeking mental health support among HCWs. The Essential Network (TEN) is a blend of digital and person-to-person (blended care) mental health support services for HCWs, funded by the Australian Federal Department of Health as part of their national COVID-19 response strategy. TEN is designed as both a preventative measure and treatment for common mental health problems faced by HCWs. New blended services need to demonstrate improvements in mental health symptoms and test acceptability in their target audience, as well as review implementation strategies to improve engagement.

Objective: The primary objective of this implementation study is to design and test an implementation strategy to improve uptake of TEN. The secondary objectives are examining the acceptability of TEN among HCWs, changes in mental health outcomes associated with the use of TEN, and reductions in mental health stigma among HCWs following the use of TEN.

Methods: The implementation study contains 3 components: (1) a consultation study with up to 39 stakeholders or researchers with implementation experience to design an implementation strategy, (1) a longitudinal observational study of at least 105 HCWs to examine the acceptability of TEN and the effectiveness of TEN at 1 and 6 months in improving mental health (as assessed by the Distress Questionnaire [DQ-5], Patient Health Questionnaire [PHQ-9], Generalized Anxiety Disorder [GAD-7], Oldenburg Burnout Inventory [OBI-16], and Work and Social Adjustment Scale [WSAS]) and reducing mental health stigma (the Endorsed and Anticipated Stigma Inventory [EASI]), and (3) an implementation study where TEN service uptake analytics will be examined for 3 months before and after the introduction of the implementation strategy.

Results: The implementation strategy, designed with input from the consultation and observational studies, is expected to lead to an increased number of unique visits to the TEN website in the 3 months following the introduction of the implementation strategy. The observational study is expected to observe high service acceptability. Moderate improvements to general mental health (DQ-5, WSAS) and a reduction in workplace- and treatment-related mental health stigma (EASI) between the baseline and 1-month time points are expected.

Conclusions: TEN is a first-of-a-kind blended mental health service available to Australian HCWs. The results of this project have the potential to inform the implementation and development of blended care mental health services, as well as how such services can be effectively implemented during a crisis.

International Registered Report Identifier (IRRID): DERR1-10.2196/34601
Introduction

Background

The stress of the COVID-19 pandemic is placing health care workers (HCWs) at increased risk of poor mental health [1], with posttraumatic stress disorder (PTSD) being a major concern [2-5]. Mental health treatments can lower the risk of HCWs developing mental ill-health [1], yet few appropriate services are available at the necessary scale for all specializations of HCWs. The Australian health care workforce is currently estimated at 800,000 [6]. This figure will likely continue to grow alongside population growth, indicating that large-scale solutions are required. Early in the COVID-19 pandemic, researchers called for evidence-based, self-guided mental health services for HCWs, citing reluctance to seek help, coupled with the challenges of delivering quality support to thousands of time-poor consumers [7]. Blended care services that integrate digital (websites and apps) and person-to-person (including telehealth) services [8] can rapidly scale, while offering a personalized choice of evidence-based care options [9]. In this manner, blended care is a promising means of providing large-scale mental health services to HCWs during the ongoing COVID-19 pandemic.

Over and above scalability, mental health services must be sensitive to the specialized needs of HCWs. As HCWs battle the pandemic, they face numerous sources of stress, such as fear of infection [10], unsupportive workplaces [11], and even watching colleagues die [12]. HCWs also vary in how they manage these stressors across time [13]. Therefore, HCWs need adaptable mental health services that can help with a range of concerns, from situational distress to moral injury [14] to PTSD [2,3]. Yet, even services tailored to HCWs have seen little uptake despite high reported demand [15]. One likely explanation is the lack of psychological safety many HCWs experience when accessing mental health care. Concerns about stigma [1,16], confidentiality, and discrimination from colleagues or employers [17,18] keep many HCWs from using the available services. Blended care can address some of these concerns through digital services (eg, anonymous chat-based therapies, accessing tailored resources without registration), while still providing the flexibility for HCWs who prefer person-to-person care to access these services.

To fully leverage the potential of blended care to support HCWs during the COVID-19 pandemic and beyond, services must be implemented in a way that ensures HCWs feel psychologically safe to use them. Thus far, little is known about implementing these services in a way that builds trust and increases uptake of available services. The few studies within the COVID era describe institution-specific implementation practices without data on the effectiveness of implementation strategies [19]. Studies implementing HCW-specific mental health services from previous pandemics are largely of poor quality and evaluate the effects of an intervention rather than implementation strategies to facilitate uptake and engagement [20]. These challenges exemplify implementation science in digital health, which is yet to produce a unified implementation framework to guide not only the reporting of strategies but also the evaluation of certain approaches [21,22]. Understanding how to effectively implement HCW-specific mental health services could boost the uptake of available care and inform the development of new services as the pandemic continues to unfold.

The Essential Network

The Essential Network (TEN) was funded by the Australian Government Department of Health as part of its national COVID-19 response strategy. TEN follows a sequential blended care approach [9] using an integrated service model that spans 4 care phases: (1) well-being promotion, (2) early detection and preventative interventions, (3) low-to-moderate-intensity services for HCWs experiencing preclinical distress, and (4) person-to-person clinical services for HCWs’ mental health difficulties or clinical distress. In this sequential blended care approach, users engage with digital resources and treatment options, as required, and progress to person-to-person clinical services, where necessary. This selection of treatment options is made possible by a “digital ecosystem” that brought together a network of existing and new services from partner organizations with interest in the mental health of HCWs. Services are made available through a single web-based digital hub (Figure 1) accessible across desktop, laptop, and mobile web browsers. Digital services comprise an online mental health assessment, mental health resources and advice for assisting individuals and their colleagues, and links to other relevant resources and organizations (eg, psychiatrists who treat HCWs, peer support organizations). Person-to-person services comprise up to 5 individual clinical consultations with either a clinical psychologist or a psychiatrist delivered either via telehealth or in person at our clinic in Sydney, New South Wales (NSW), Australia. Users can select and explore the digital or person-to-person options that they believe best match their needs.
Figure 1. Example screenshots from the TEN website: home page (left), an online mental health assessment tool (top right), and evidence-based tools for practical self-help (bottom right). TEN: The Essential Network.

Implementation Framework

This study will examine the implementation of TEN, a blended mental health service for Australian HCWs established during COVID-19, funded by the Australian Federal Government. The Consolidated Framework for Implementation Research (CFIR) framework will be used to guide this examination as the constructs within the CFIR span both implementation and effectiveness within a health service context [23]. However, some adaptation of the CFIR will be required. The CFIR assumes that an intervention will be implemented in a single organization or industry, unlike TEN, which spans many organizational structures and professions. Similarly, the frameworks consolidated within the CFIR are largely aimed at implementing singular, intervention-based face-to-face services, rather than multichannel digital services like TEN. Previous
attempts to consolidate implementation strategies for digital mental health have focused on delivering specific digital programs as an alternative to traditional mental health services, rather than linking users to a range of care options in the way TEN does [21]. Work is underway to consolidate optimal digital health implementation strategies [22]; however, no such framework exists yet. For these reasons, in our study, the CFIR subconstruct definitions described by Damschroder et al [23] will be adapted to the digital and multiorganizational nature of TEN, guided by the digital-specific implementation strategies suggested by Graham et al [21] (see Table 1).

Study Objectives

The primary objective of this study is to work with HCW researchers, industry partners, and active TEN users to design and test an implementation strategy for TEN. The secondary objectives are to examine the acceptability of TEN, to measure any changes in psychosocial well-being associated with the use of TEN, and to determine whether TEN reduces mental health stigma among HCWs.
Table 1. CFIR-related constructs and example interview questions.

<table>
<thead>
<tr>
<th>CFIR subconstruct</th>
<th>Example interview question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention characteristics</td>
<td></td>
</tr>
<tr>
<td>Intervention source</td>
<td>N/A. TEN was externally developed.</td>
</tr>
<tr>
<td>Evidence strength and quality</td>
<td>Interviews: Questions regarding perceptions of the quality of the TEN website/offering and beliefs that the care options offered will benefit the mental health of HCWs.</td>
</tr>
<tr>
<td>Relative advantage</td>
<td>Interviews: Questions regarding awareness of TEN equivalents and perceived advantages of TEN.</td>
</tr>
<tr>
<td>Adaptability</td>
<td>Interviews: Questions regarding the capacity for TEN to be adapted to the needs of professional groups.</td>
</tr>
<tr>
<td>Trialability</td>
<td>Interviews: Questions regarding the feasibility of implementation and the evaluation of TEN within a single organization or professional groups.</td>
</tr>
<tr>
<td>Complexity</td>
<td>Interviews: Questions regarding difficulty of implementing TEN.</td>
</tr>
<tr>
<td>Design quality and packaging</td>
<td>Interviews: Questions regarding perception of the quality of TEN presentation to organizations and users.</td>
</tr>
<tr>
<td>Cost</td>
<td>Interviews: Questions regarding resourcing (financial, personnel, etc) and opportunity costs of using TEN.</td>
</tr>
<tr>
<td>Outer setting</td>
<td></td>
</tr>
<tr>
<td>Patient needs and resources</td>
<td>Interviews: Questions regarding knowledge of member/employee needs and how these align with the organizational strategy.</td>
</tr>
<tr>
<td>Peer pressure</td>
<td>Interviews: Questions regarding knowledge of related organizational efforts and how these might affect the organizational endorsement of TEN.</td>
</tr>
<tr>
<td>External policies and incentives</td>
<td>Interviews: Questions regarding external policy considerations and how these might affect the organizational endorsement of TEN.</td>
</tr>
<tr>
<td>Inner setting</td>
<td></td>
</tr>
<tr>
<td>Structural characteristics</td>
<td>Interviews: Questions regarding the social architecture, age, maturity, and size of an organization and profession.</td>
</tr>
<tr>
<td>Networks and communications</td>
<td>Interviews: Questions regarding how organizations communicate with members or employees (generally and in relation to mental health).</td>
</tr>
<tr>
<td>Culture</td>
<td>Interviews: Questions regarding norms, values, and basic assumptions of an organization and profession.</td>
</tr>
<tr>
<td>Implementation climate</td>
<td>Interviews: Questions regarding current endorsement of TEN and whether TEN competes with other initiatives for resources or strategic importance.</td>
</tr>
<tr>
<td>Readiness for implementation</td>
<td>Interviews: Questions regarding readiness of an organization to assist with the implementation strategy.</td>
</tr>
<tr>
<td>Characteristics of individuals</td>
<td></td>
</tr>
<tr>
<td>Knowledge and beliefs about the intervention</td>
<td>Interviews: Questions regarding the value and knowledge of both TEN and digital/blended mental health.</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>Interviews: Questions regarding the capabilities of both stakeholders and members/employees to execute implementation strategies.</td>
</tr>
<tr>
<td>Individual stage of change</td>
<td>Interviews: Questions regarding the stage of change most members/employees are likely in with respect to using TEN or blended mental health services.</td>
</tr>
<tr>
<td>Individual identification with organization</td>
<td>Interviews: Questions regarding how stakeholders perceive the relationship between their organization and members/employees.</td>
</tr>
<tr>
<td>Other personal attributes</td>
<td>Interviews: Questions regarding what personal traits, such as tolerance of ambiguity, intellectual ability, motivation, values, competence, capacity, and learning styles, of their members/employees are likely to affect the implementation of TEN.</td>
</tr>
</tbody>
</table>

CFIR: Consolidated Framework for Implementation Research.
Methods

Study Design

This study will follow an implementation-effectiveness hybrid design [24]. The protocol has 3 components (Figure 2). The consultation study component (Study 1) is a series of semistructured qualitative interviews conducted with stakeholders to explore the needs of Australian HCWs and develop an implementation strategy for TEN. The observational study component (Study 2) is a pre-/postobservational study with Australian HCWs evaluating the acceptability TEN, providing feedback on the implementation strategy, and examining any changes in mental health outcomes that are associated with use of the service. The implementation study (Study 3) component will be a pre-/postaudits of TEN users both before and after the implementation strategy is implemented [25].

Figure 2. Flowchart depicting the design and components of the implementation trial. HCW: health care worker.

Study Setting

There is no specific study site. Semistructured interviews carried out as part of the consultations will be conducted online via video calls (eg, Zoom, Microsoft Teams). As a digital mental health hub, participants in the observational study will be able to participate in the study and access the TEN service from any location in Australia. If applicable, face-to-face consultations through the TEN Clinic may be conducted at the Black Dog Institute, Randwick, NSW 2031, or via telehealth.

Study 1: Consultation Study

Ethics

The consultation component received approval from the UNSW Human Research Ethics Panel (HC no. 3500) on June 7, 2021.

Participants

Participants in the consultation study will be representatives from Australian professional organizations (n=15-18) relevant to mental health or HCWs as well as researchers or staff from the Black Dog Institute (n=10-21) working on projects relevant to HCWs’ mental health.

Recruitment

Participants for the consultation component will be approached directly to discuss participation or emailed an invitation to the study and provided with an online participant information statement and consent form.

Data Collection

Qualitative data will be captured in semistructured interviews with HCW researchers and industry partners who represent the interests and views of their respective disciplines. Interview questions will be structured to elicit information directly relevant to the key constructs constituting the CFIR and derived from the subconstruct descriptions provided by Damschroder et al [23]. Where appropriate, questions regarding some CFIR subconstructs will be adapted to a multiorganizational or digital context.
Study 2: Observational Study

Ethics

The observational component received approval from the UNSW Human Research Ethics Committee (HC no. 210394) on July 22, 2021.

Participants

Participants in the observational study will be self-identified Australian HCWs who currently reside in Australia and have sufficient English proficiency to participate. Participant status as HCWs will be verified using the Australian Health Practitioner Regulation Agency’s register of practitioners. Participants who cannot be verified using the register of practitioners will be contacted on a case-by-case basis to confirm eligibility.

Recruitment

Participants for the observational study will be recruited through advertisements on social media, emails sent to health professionals on an internal Black Dog Institute mailing list, emails from TEN partner organizations, and information about the study on the Black Dog Institute and TEN websites. Prospective participants who engage with advertisements or study details on the TEN website will be redirected to the online participant information statement and consent form. Participants who elect not to participate in the study will be provided with a link to TEN and informed they may use the service freely and anonymously.

Data Collection

Quantitative data will be collected through an observational study with Australian HCWs (Figure 3). Participants will provide online consent using the e-Consent feature of REDCap (Vanderbilt University). People who decline to participate will be provided with a link to TEN and asked to complete a brief survey asking why they opted not to participate.

Figure 3. Flowchart depicting a progression through the observational study. DQ-5: Distress Questionnaire; EASI: Endorsed and Anticipated Stigma Inventory; GAD-7: Generalized Anxiety Disorder; OBI-16: Oldenburg Burnout Inventory; PCL-5: Posttraumatic Stress Disorder Checklist; PHQ-9: Patient Health Questionnaire; SAS CI 360: SAS Customer Intelligence 360; TEN: The Essential Network; WSAS: Work and Social Adjustment Scale.

After consenting, participants will provide information on demographics and mental health (Table 2), service acceptability (Table 3), and complete baseline mental health and stigma outcomes (Table 4). Mental health outcomes are identical to the TEN online assessment. To avoid the participants needing to repeat the online assessment on the TEN website after completing the baseline mental health outcomes, the survey baseline will provide the same assessment feedback. Participants will then be provided with a link to the TEN website and asked to engage with the service naturalistically for 6 months. The link provided to each participant is unique and associated with their consent record number. User engagement (eg, pages viewed) with the TEN website is recorded automatically through the SAS Customer Intelligence 360 (SAS CI 360) platform. SAS CI 360 is a commercial website analytics package that records website use. Using unique TEN website links sent to participants, their TEN website use will be extracted and linked to their other study data. Participants will be recommended to bookmark this link, and their unique link will be provided to them by email at baseline and after the 1-month follow-up.
Table 2. Questions examining demographic and baseline mental health.

<table>
<thead>
<tr>
<th>Baseline question</th>
<th>Time point</th>
<th>Classification</th>
<th>Type of question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Baseline</td>
<td>Demographics</td>
<td>Single selection</td>
</tr>
<tr>
<td>Age</td>
<td>Baseline</td>
<td>Demographics</td>
<td>Single selection</td>
</tr>
<tr>
<td>Where are you located?</td>
<td>Baseline</td>
<td>Demographics</td>
<td>Single selection</td>
</tr>
<tr>
<td>What best describes your profession?</td>
<td>Baseline</td>
<td>Demographics</td>
<td>Single selection</td>
</tr>
<tr>
<td>Have you previously used the TEN(^a) service?</td>
<td>Baseline</td>
<td>Mental health</td>
<td>Yes/no</td>
</tr>
<tr>
<td>COVID-19 has affected your mental health.</td>
<td>Baseline</td>
<td>Mental health</td>
<td>Likert scale</td>
</tr>
<tr>
<td>Have you ever seen a doctor, counsellor, or other health professional about your mental health?</td>
<td>Baseline</td>
<td>Mental health</td>
<td>Yes/no</td>
</tr>
<tr>
<td>If you were seeking help for a mental health problem, what type of service would you most likely choose?</td>
<td>Baseline</td>
<td>Mental health</td>
<td>Multiple selection</td>
</tr>
<tr>
<td>Which of the following were the most important reasons why you chose to participate in this study?</td>
<td>Baseline</td>
<td>Mental health</td>
<td>Multiple selection</td>
</tr>
<tr>
<td>Which parts of TEN are you most interested in?</td>
<td>Baseline</td>
<td>Mental health</td>
<td>Multiple selection</td>
</tr>
<tr>
<td>What is your current employment status as an HCW(^b)?</td>
<td>6 months</td>
<td>Employment</td>
<td>Single selection</td>
</tr>
</tbody>
</table>

\(^a\)TEN: The Essential Network.
\(^b\)HCW: health care worker.

Table 3. Questions examining TEN\(^a\) service acceptability.

<table>
<thead>
<tr>
<th>Service acceptability question</th>
<th>Time point</th>
<th>Type of question</th>
</tr>
</thead>
<tbody>
<tr>
<td>If you were seeking help for a mental health problem, what type of service would you most likely choose?</td>
<td>Baseline</td>
<td>Multiple selection</td>
</tr>
<tr>
<td>Which of the following were the most important reasons why you chose to participate in this study?</td>
<td>Baseline</td>
<td>Multiple selection</td>
</tr>
<tr>
<td>Which parts of TEN are you most interested in?</td>
<td>Baseline</td>
<td>Multiple selection</td>
</tr>
<tr>
<td>If you needed to, would you use the TEN Clinic if there was a service charge?</td>
<td>1 month</td>
<td>Yes/no</td>
</tr>
<tr>
<td>If you needed to, would you use the TEN Clinic if it was provided under Medicare?</td>
<td>1 month</td>
<td>Yes/no</td>
</tr>
<tr>
<td>TEN met my mental health and well-being needs.</td>
<td>1 month</td>
<td>Likert scale</td>
</tr>
<tr>
<td>TEN improved my awareness of my mental health.</td>
<td>1 month</td>
<td>Likert scale</td>
</tr>
<tr>
<td>TEN improved my psychological coping skills.</td>
<td>1 month</td>
<td>Likert scale</td>
</tr>
<tr>
<td>A mental health service I found through TEN improved my psychological coping skills.</td>
<td>1 month</td>
<td>Likert scale</td>
</tr>
<tr>
<td>I would recommend TEN to a colleague.</td>
<td>1 month</td>
<td>Likert scale</td>
</tr>
<tr>
<td>Which parts of TEN were most useful to you?</td>
<td>1 month</td>
<td>Multiple selection</td>
</tr>
<tr>
<td>Why did you find these parts of TEN useful?</td>
<td>1 month</td>
<td>Free text</td>
</tr>
<tr>
<td>Did TEN make it easier for you to find the mental health support you wanted?</td>
<td>1 month</td>
<td>Yes/no</td>
</tr>
<tr>
<td>Did TEN help you learn about new sources of support?</td>
<td>1 month</td>
<td>Yes/no</td>
</tr>
<tr>
<td>Did you have any other feedback about TEN?</td>
<td>1 month</td>
<td>Free text</td>
</tr>
</tbody>
</table>

\(^a\)TEN: The Essential Network.
After using TEN for 1 month, participants will be provided with a survey containing service acceptability (Table 3), mental health and stigma outcomes (Table 4), feedback on the implementation strategy (Table 5), and self-reported service engagement (Table 5). After completing the survey, participants will be informed that their TEN website usage will be monitored for a further 5 months to examine persistence with the service. After 6 months, participants will be provided with a follow-up survey about employment (Table 2) and mental health outcomes (Table 4).

### Table 4. Mental health and psychosocial instruments.

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>DQ-5&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Psychological distress</td>
</tr>
<tr>
<td>PHQ-9&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Depression</td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Anxiety</td>
</tr>
<tr>
<td>PCL-5&lt;sup&gt;d&lt;/sup&gt;</td>
<td>PTSD&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>OBI-16&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Burnout</td>
</tr>
<tr>
<td>WSAS&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Social- and work-related impairment</td>
</tr>
<tr>
<td>EASI&lt;sup&gt;h&lt;/sup&gt;</td>
<td>Mental health stigma</td>
</tr>
</tbody>
</table>

<sup>a</sup>DQ-5: Distress Questionnaire.  
<sup>b</sup>PHQ-9: Patient Health Questionnaire.  
<sup>c</sup>GAD-7: Generalized Anxiety Disorder.  
<sup>d</sup>PCL-5: Posttraumatic Stress Disorder Checklist.  
<sup>e</sup>PTSD: posttraumatic stress disorder.  
<sup>f</sup>OBI-16: Oldenburg Burnout Inventory.  
<sup>g</sup>WSAS: Work and Social Adjustment Scale.  
<sup>h</sup>EASI: Endorsed and Anticipated Stigma Inventory.

**TEN Service Acceptability**

Service acceptability will be examined through survey questions provided to participants at both the 0- and 1-month time points. The questions will examine whether TEN met the participants’ mental health needs and which TEN services they found most useful (Table 3). People who decline to participate in the study will be prompted with an optional survey with a single question asking them why they opted not to participate in the study.

**Mental Health and Psychosocial Outcomes**

Mental health and psychosocial outcomes will be examined through surveys provided to participants at the 0-, 1-, and 6-month time points. The questionnaires used will examine a range of outcomes, including the Distress Questionnaire (DQ-5) [25], the Patient Health Questionnaire (PHQ-9) [26], Generalized Anxiety Disorder (GAD-7) [27], the Posttraumatic Stress Disorder Checklist (PCL-5) [28], the Oldenburg Burnout Inventory (OBI-16) [29], the Work and Social Adjustment Scale (WSAS) [30], and the Endorsed and Anticipated Stigma Inventory (EASI) [31] (Table 4). To address workplace stigma unique to HCWs, a question addressing mandatory reporting concerns was added to the workplace stigma subscale of the EASI. Except for the EASI, these questionnaires are identical to those used in the TEN online assessments. Completed online assessments are automatically collected and stored on University of New South Wales (UNSW) servers. Any completed online
assessments will be linked back to the participants using their internet protocol (IP) address collected during online consent.

**TEN Implementation Feedback**

Feedback on the strategy will be examined through survey questions provided to observational study participants at the 1-month time point. Participants will first be presented with a brief overview of the implementation strategy. The questions after this overview will examine whether the implementation strategy is an effective strategy for engaging HCWs, as well as open-ended feedback on the implementation strategy (Table 5).

**TEN Service Engagement**

Engagement with TEN will be examined through survey questions provided to participants at the 1-month time point, as well as through website and service analytics. The questions will examine self-reported usage of TEN (Table 5). Website user analytics are automatically collected through the SAS CI 360 platform whenever a user interacts with the TEN website. These user analytics include the IP address of the user as well as which pages or resources were accessed and when. User analytics will be linked to the participant using the IP address provided during consent. TEN Clinic clinicians will also provide data from person-to-person clinical services, including whether a participant accessed the TEN Clinic and the number of sessions.

**Sample Size**

Sample size calculations were based on the primary analysis: a random intercepts mixed effects model estimating change in WSAS scores from baseline to 1 month in a single group of participants. Estimated scores at baseline were derived from 249 TEN mental health assessments performed between June 28 and August 28, 2021. These scores represent HCWs self-selecting to engage with the TEN service and, as such, are analogous to the observational study participants at baseline. The mean of scores in this group was 14.9 (SD 8.9). The cut-off score for a clinical case on the WSAS is 11; thus, to reduce from the mean untreated score of 14.9 to a subclinical score requires a 3.87-point reduction. With variance-covariance of random effects derived from the SD in WSAS scores from current TEN users of 8.9, and accounting for 20% attrition, a sample size of at least 105 is required to detect a true reduction of this size with 80% power and a significance level of $\alpha=.05$.

**Study 3: Implementation Study**

**Ethics**

Ethics approval for the implementation study will be sought from the UNSW Human Research Ethics Committee following design of the implementation strategy.

**Participants**

Participants in the implementation study will be self-identified Australian HCWs.

**Data Collection**

Quantitative data will be collected through an audit of usage of the TEN website and TEN Clinic for a period of 3 months both before and after the implementation of the implementation strategy. Although the exact implementation strategy will be determined by the results of the consultation study, example strategies from the literature include identifying “champions” within an organization to drive uptake or develop incentives, such as continuing professional development activities [32]. TEN website data include completed online assessments automatically recorded on UNSW servers and website analytics (eg, number of unique users, pages viewed) automatically collected through the SAS CI 360 platform. TEN Clinic data include service analytics data, which are routinely captured by clinicians in the delivery of TEN Clinic services. Surface-level nonidentifiable TEN Clinic data will be examined as part of the implementation study (eg, number of referrals, number of consultations).

**Results**

**Study 1: Consultation Study**

**Data Analysis**

A framework analysis using the CFIR will be conducted to thematically analyze and interpret the semistructured interviews from the consultations. Each transcript will be analyzed separately by 2 investigators who will meet periodically throughout data collection to discuss emerging themes and resolve discrepancies. The sample size is expected to be sufficient for thematic saturation [33].

**Study 2: Observational Study**

**Data Analysis**

Descriptive statistics will be used to report the overall acceptability of TEN. The results from the observational study will be analyzed using linear mixed models to examine changes in reported psychosocial benefits over time (ie, baseline, 1 month). Patterns of service engagement and baseline outcome severity will be classified using cluster analyses or latent class analyses. These patterns will be used to examine how service engagement influences outcomes, as well as stratify participants baseline outcomes for subset analysis. Kaplan-Meier curves with TEN engagement data will be used to examine persistence with TEN over the course of the 6-month follow-up (ie, when participants ceased accessing the service). Missing data will be addressed using maximum likelihood estimation. This will answer the research questions by examining the acceptability of TEN among HCWs, patterns of service usage over time, any benefits observed after engaging with the TEN service, and persistence with the service over time.

**Study 3: Implementation Study**

**Data Analysis**

Descriptive statistics will be used to report usage of the TEN website and TEN Clinic over the 3-month period both pre- and postimplementation strategy. The $t$ test will be used to compare overall usage of the TEN service for these 2 periods. Linear mixed models will examine latent growth in service usage following the implementation strategy.
Discussion

Summary
Blended digital and person-to-person care has significant potential to support mental health of HCWs through service flexibility and widespread availability. To date, however, the potential of blended care has been hampered by a lack of knowledge around the optimal implementation of such services. The CFIR framework provides a structured approach to implementation that will guide the development and application of implementation strategies for TEN. Using a implementation-effectiveness hybrid study, this implementation study will span 3 separate components. Through a series of consultations, an implementation strategy tailored to HCWs will be developed. Feedback on this strategy will be provided by HCWs participating in an observational study of TEN, from which data on the effectiveness of TEN will be acquired. Finally, the implementation strategy will be implemented and compared against the previous engagement strategies. The knowledge created by this project will inform the development and delivery of blended mental health services for HCWs, including how such services can be rapidly launched and implemented during times of crisis.

Potential Limitations
Although the implementation strategy has not yet been designed, the wide availability of TEN makes it difficult to examine site- or specialization-specific implementation strategies or service upgrades. Although the goal of TEN is to provide a blended care service for all Australian HCWs, this lack of specificity may hamper implementation within specific HCW specializations. The future of blended health is platforms that can be easily customized to different contexts, allowing for tailored implementation strategies and service upgrades. Similarly, the broad aims of the implementation of TEN may not be easily generalizable to other, more specific, contexts.

This implementation study and observational study will also be carried out during the ongoing COVID-19 pandemic. TEN itself was designed to support the mental health of HCWs during the pandemic. As such, changes in the COVID-19 context in Australia, such as outbreaks, restrictions, and the vaccination rollout, are likely to affect both uptake of the service and mental health outcomes. Such wider events will be considered when interpreting the results of both the implementation strategy and the observational study.

The observational study is also limited by a lack of an appropriate control arm and use of randomization. Common mental health outcomes, such as distress, anxiety, and depression, have the potential to improve over time without intervention. Although subgroup analyses examining usage of the service may shed some light on improvement without the use of the TEN service, the fact remains that a randomized controlled trial design with a suitable control would provide more robust data on efficacy.

Due to common concerns around mandatory reporting among HCWs [34], the TEN website was designed to be accessed anonymously (ie, without registration). Although this is a strength of the service itself, it poses problems for measuring participant engagement with the TEN website during a prospective study. The method used in the observational study—providing users with a unique website link—is error prone. Although participants are asked to bookmark the link and will be provided with the link via email, it remains that participants may simply access the TEN website without using their unique link. During data analysis, participant website analytics will be compared against self-reported usage to understand the extent of such errors.

Conclusion
By using a blended care approach, TEN can overcome common barriers to HCWs engaging with mental health services—primarily by allowing HCWs to anonymously access digital resources. Nonetheless, it remains that many HCWs will still choose not to engage with person-to-person services due to concerns around mandatory reporting. Further, although the lack of registration to access TEN ameliorates concerns around digital privacy, it requires computer skills that some HCWs may be lacking. Although these are issues beyond the scope of this evaluation, they need to be considered and addressed when designing and implementing mental health services for HCWs.
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Abstract

Background: Previous research revealed several biological and environmental factors modulating cognitive functioning over a human’s lifespan. However, the relationships and interactions between biological factors (e.g., genetic polymorphisms, immunological parameters, metabolic products, or infectious diseases) and environmental factors (e.g., lifestyle, physical activity, nutrition, and work type or stress at work) as well as their impact on cognitive functions across the lifespan are still poorly understood with respect to their complexity.

Objective: The goal of the Dortmund Vital Study is to validate previous hypotheses as well as generate and validate new hypotheses about the relationships among aging, working conditions, genetic makeup, stress, metabolic functions, the cardiovascular system, the immune system, and mental performance over the human lifespan with a focus on healthy working adults. The Dortmund Vital Study is a multidisciplinary study involving the Departments of Ergonomics, Immunology, Psychology and Neurosciences, and Toxicology at the Leibniz Research Centre for Working Environment and Human Factors at the Technical University of Dortmund (IfADo) in Germany, as well as several national and international partners.

Methods: The Dortmund Vital Study is designed as a combined cross-sectional and longitudinal study. Approximately 600 healthy subjects aged between 20 and 70 years will participate. A wide range of demographic, psychological, behavioral, sensory, cardiovascular, immunological, and biochemical data, a comprehensive electroencephalography (EEG)-based cognitive test battery as well as structural and functional magnetic resonance imaging (MRI) have been included in the study.

Results: The study was approved by the Ethics Committee of IfADo in October 2015. The baseline testing was conducted between 2016 and 2021 and will be repeated every 5 years (3 follow-up measures until 2035). As of March 2020 (until the outbreak of the COVID-19 pandemic), 593 participants have been enrolled. Some results from the cross-sectional part of the study were already published, further results will be published soon. Longitudinal data will be analyzed and published by 2025.

Conclusions: We anticipate that the study will shed light on sources of interindividual differences in the alterations of cognitive functioning with increasing age and reveal biological and lifestyle markers contributing to work ability, longevity, and healthy aging on the one hand, and to risk factors for cognitive decline, mild cognitive impairment, or even dementia on the other hand.

Trial Registration: ClinicalTrials.gov NCT05155397; https://clinicaltrials.gov/ct2/show/NCT05155397

International Registered Report Identifier (IRRID): DERR1-10.2196/32352

(JMIR Res Protoc 2022;11(3):e32352) doi:10.2196/32352

https://www.researchprotocols.org/2022/3/e32352
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Introduction

Background
Cognitive performance in humans is a complex phenomenon that is influenced by numerous variables. Among them are age [1,2], various infections [3,4], inflammatory processes often due to the release of cytokines from immune cells [5,6], metabolic alterations such as hyperammonemia [7,8], lifestyle factors including physical and mental activity, type of work, nutrition and stress [9-16], as well as numerous genetic variants [17,18] that can be analyzed by polygenic scores [19]. Most studies in this field of research have focused on specific individual factors of influence and did not consider the development of individuals over a significant part of their lifetime. To bridge this gap, we initiated the Dortmund Vital Study that assesses cognitive performance in a longitudinal study design using a complex multiscale approach to understand the influence of the most important lifestyle, occupational, and biological factors on cognitive performance.

Research Questions and Aims
The aim of the Dortmund Vital Study is to evaluate the effect of several endogenous and exogenous parameters and their complex interaction on behavior and the underlying neuronal activity. This will be achieved by implementing cross-sectional and longitudinal designs. By repeated measurements of the endogenous and exogenous parameters over an extended period, risk factors for possible cognitive impairment associated with depression, occupational burnout, or age-related diseases, such as mild cognitive impairment or dementia, and nonpathological cognitive decline shall be identified. More importantly, the Dortmund Vital Study focuses on the following research aspects, which are currently poorly understood and largely unexplored:

1. Liver Immune Behavior-Brain Axis: A core question is how specific aspects of cognitive performance and brain activities as well as the brain structure are affected by metabolic products, inflammatory mediators, or viral infections, including concentrations of metabolites such as creatinine, ammonia, or immunological parameters in the blood such as inflammatory cytokines, and novel metrics of immunological age. Combinations of standardized cognitive tests and electroencephalographic techniques with computer-based tests, as well as structural and functional magnetic resonance imaging (MRI) will be used to explore cognitive performance with a much greater level of detail compared to previous studies.

2. Multidimensional and Multichannel (Omnics) Analyses: The roles of metabolic parameters or inflammation mediators have traditionally been determined by analyzing individual effects of the selected parameters per study. However, with currently available techniques and technologies, it is possible to measure a wide range of parameters (ie, metabolites, proteins, RNA species, DNA variants, and immune cells) simultaneously, using the so-called “omics” techniques or multichannel analysis. Consequently, a more comprehensive picture is obtained, which can then be evaluated using systems biology techniques to understand the interactions among the individual factors.

3. Age-Related Perspective: Temporal dynamics of the interplay between endogenous versus exogenous factors and cognitive functions, as well as work ability over the lifespan will be assessed. In particular, the effect of metabolic products, infections or inflammatory processes, and the brain structure and function on neurobehavioral parameters in young, middle, and old age will be analyzed in a cross-sectional design.

4. Disease-Related Perspective: With the present design, the derivation and evaluation of risk factors for widespread mental and neurodegenerative diseases such as depression, burnout, mild cognitive impairment, or dementia will be addressed. Moreover, epigenetic approaches that investigate the influence of environmental changes on the genome, as well as on the brain structure and function will be feasible. Epigenetic dysregulation is also important for the development of immunological and neuronal diseases and complex developmental disorders.

5. Genetic Perspective: Although it is known that genes influence cognitive performance, which in turn is associated with the structural and functional network efficiency of the brain, functional understanding of the specific brain parameters that mediate the relationship between individual genetic variations or polygenic scores and cognitive performance is incomplete. Given that the current study will capture all relevant neurocognitive measures, it will be possible to investigate the interactions among genes, brain parameters, and cognitive performance.

6. Longitudinal Perspective: Most existing studies have only used cross-sectional study designs that limit the interpretation of results, given that the results obtained in cross-sectional studies do not imply causality. Therefore, this study has been additionally designed as a longitudinal study with postmeasures every 5 years. The advantage of such a longitudinal study is that parameters, namely particular metabolic or immunological states, genetic variations, or brain metrics, can be recorded at an early stage and then be tracked to test whether they result in any effect later; moreover, one can investigate how the state of these parameters changes over the course of a person's life. This design allows causal inferences.

The benefit of the Dortmund Vital Study will be that profound knowledge regarding the interactions among metabolism, the immune system, genetics, the brain structure and function, and cognition will be gained. In the long run, this knowledge will lead to empirically based intervention strategies to preserve cognitive functioning, work ability, and promote healthy cognitive aging. The strength of the study design lies in the fact
that variables with an impact on cognitive performance and their interactions can be determined comprehensively and that factors whose significance is still unknown today will be identified and evaluated. Due to the complex design and several measurement parameters, a wide range of research questions is possible. Given below are 4 of several hypotheses possible in the study.

**Hypothesis 1: Background and Mechanisms of Stress-Related Exhaustion Disorder**

Burnout, a synonym for stress-related exhaustion disorder is a widespread phenomenon, but the underlying mechanisms have not yet been sufficiently explored. In addition, there is no clear distinction between burnout and depression [20,21], and there is currently limited evidence connecting burnout and cognitive functions [22,23]. However, it is known that the reward system in the orbitofrontal brain areas is altered owing to depression and subclinical depressive symptoms, which is evident in electrophysiological correlates [24]. As a result, the perception of mistakes or negative feedback is increased whereas the sensitivity to rewards is decreased [25]. The reward system is based on complex cognitive abilities, the so-called executive functions, which enable goal-directed behavior. Therefore, it is important to compare the effects of burnout and depression using the same parameters and measures and identify similarities and differences with respect to executive functions between the 2 disorders. We expect that individuals with high scores on the burnout scales will perform poorly in cognitive tasks and in tests measuring executive functions, such as working memory, task switching, decision-making, or distractibility. Additionally, we aim to explore possible differences in the resting-state electroencephalography (EEG) and functional MRI brain activity between burnout and nonburnout employees; we expect reduced alpha power and cortical hyperactivity in the former group [26] that may be the neuronal correlate of hypersensitivity to negative events. However, no effects are expected in tasks that measure basal cognitive functions such as vigilance or processing speed. Moreover, a relationship between burnout and immunological parameters [27,28] or metrics of immunological age can be assumed. For example, the concentration of hair cortisol as an index of long-term stress is expected to be positively related to the severity of burnout symptoms and reduced cognitive performance [29,30].

**Hypothesis 2: Influences of Biological Factors on Cognitive Functioning Over the Lifespan**

Considerable progress has been made in recent years to identify biological factors that influence cognition in older adults. These include genetic polymorphisms, such as the brain-derived neurotrophic factor (BDNF) Val<sup>68</sup>Met [31], catechol-O-methyltransferase (COMT) Val<sup>158</sup>Met [32], or latent infectious diseases (eg, *Toxoplasma gondii*) [33,34] that affect brain metabolism. However, studies with young individuals often show no effects [3]. Our hypothesis is that the effects of genes or neuropsychopathologically relevant infections increase with age, which is probably due to the decreasing integrity of neuronal networks as one ages. To test this hypothesis, we aim to compare the performance of young, middle-aged, and old participants with and without infections, such as *Toxoplasma gondii* or COVID-19, or those with a specific gene expression pattern, with the expectation that there are larger inter- and intradividual differences in the cognitive parameters in older adults compared to younger adults. Moreover, as this is a long-term study, we have the opportunity to test these hypotheses of altered performance in the same individuals over many years. We also aim to identify the immunological age of the participants based on various immunological parameters [35], which will allow us to determine if immunological age rather than chronological age is associated with changes in cognitive functioning.

**Hypothesis 3: Interaction of Damaging and Protective Factors**

Cognitive age is influenced by several internal and external factors. Apart from genetic makeup, environmental and lifestyle variables such as education, type of work, habitual physical and mental activity, nutrition, and stress at work play a modulating role and explain the high degree of variability observed with cognitive performance at advanced ages [36,37]. Thus, we aim to determine which of these factors critically influence the development of cognitive competence and the so-called cognitive reserve in older adults [38]. Consequently, we can discern whether, for example, long-term stress neutralizes the benefits of advanced education on cognitive aging, or whether regular physical activity can compensate for the negative effects of less advanced education. On the other hand, we expect that psychosocial stress (whether during childhood or adulthood) influences immunological or metabolic parameters [39] and that individuals suffering from permanent stress, which has been demonstrated for particular occupational groups, will show corresponding changes in their metabolism and cognition [40].

**Hypothesis 4: Analysis of Factors Affecting Work Ability Across the Lifespan**

As employees age, their physical and mental abilities tend to decline and the risks of accidents at work and work-related diseases increase [41,42]. Work ability is defined as the relationship between individual resources and specific work requirements, and it is the result of interactions between job requirements in terms of physical and mental strain, capacities and skills of the employees, as well as their health status and subjective evaluation of functioning in a given working environment. The instrument used to evaluate the ability to work is the Work Ability Index (WAI) [43]. It considers specific psychosocial and physical factors related to performing a given type of work, as well as the employee’s mental and physical resources. Therefore, it is important to understand the relationships among age, lifestyle, quality of life, work-related factors, stress-related impairments, and cognitive abilities, as well as examine work ability measured by the WAI. Additionally, we will consider individual health risks, such as cardiovascular, metabolic, anthropometric, or immunological contributors to work ability. The longitudinal study design helps assess changes in several risk factors associated with compromised work ability to promote healthy aging in working environments and reduce the likelihood of early retirement.
Methods

Study Population

The participants of the Dortmund Vital Study (trial registration number: NCT05155397) represent a sample of a generally healthy population of a western society aged between 20 and 70 years. We define “healthy” in a rather broad sense and allow the inclusion of individuals who are smokers, drink alcohol, are overweight, or have a history of diseases without having severe symptoms. Moreover, we do not impose restrictions regarding education or occupation to enhance the representativity of the sample. Participants are recruited via an internet site, newspaper advertisements, reports and announcements in local print and radio media, public information events, social media, and flyers throughout the city of Dortmund, Germany. In addition, some larger companies in the region were contacted and asked to inform their employees about participating in the study. The number of subjects resulted from a biostatistical estimation (power analysis), in which the size of the expected effects and their variance were considered. The study parameters will be collected repeatedly for 4 time points, namely at the start of the study (baseline), and then 5, 10, and 15 years later (time points T1 to T4) are indicated.

Representativeness of the Sample

To verify the representativeness of the sample and thus the generalizability of the future findings, four different aspects are considered:

1. Age Distribution and Gender: We enroll almost the same number of participants in each age group and compare the proportion in each decade of life (as well as the proportion of women and men) between the participants in this study and the corresponding proportion of the general population in Germany.

2. Genetic Representativeness and Homogeneity: We test whether the distribution of genetic polymorphisms in the sample does not differ from the Hardy-Weinberg equilibrium (HWE).

3. Cognitive Abilities: We test whether neuropsychological tests measuring crucial cognitive functions are comparable with reference values in the literature.

4. Education and Occupation: We compare levels of education and the proportion of employed individuals in the present sample and in the general population in Germany.

First, until August 2021, totally 593 participants have been enrolled. Compared with the average of 20- to 70-year-old people living in Germany [45], the participants of the Dortmund Vital Study are slightly younger (44.2 vs 45.8 years on average), and the proportion of women is higher (61.5% vs 49.6%). The proportions of participants in the Dortmund Vital Study in 5 age groups (20 to 29 years: n = 122, 20.6%; 30 to 39 years: n = 113, 19.1%; 40 to 49 years: n = 110, 18.5%; 50 to 59 years: n = 146, 24.6%; 60 to 70 years: n = 102, 17.2) correspond largely to the proportions in the German population (20 to 29 years: 17.2 %; 30 to 39 years: 20.6 %; 40 to 49 years: 19.6 %; 50 to 59 years: 24 %; 60 to 70 years: 21 %).

Second, to ensure that the sample of participants of the Dortmund Vital Study is representative for the population in a genetic manner, the HWE is used to compare the expected and observed proportion of common homozygote, heterozygote, and rare homozygote variants of the single nucleotide polymorphisms (SNPs) calculated by the internet-based HWE calculator [46]. A deviation from the HWE was found in only 1 out of the 19 measured SNPs (IL-12), as shown in Table 2.

Third, we compared the scores in the neuropsychological tests between the present study and the corresponding reference or normative values available in the test manuals or literature. The Mini Mental State Examination (MMSE) used for detecting early signs of cognitive impairment shows a mean of 28.1 points (SD 1.9) out of a possible 30 points in our participants aged 60 years and older (n=102) and 28.3 points (SD 1.6) in a healthy sample of 204 participants in the same age range in the study by Votrubá et al [47]. For the Beck Depression Inventory, the
The mean score in our sample is 5.7 points (SD 6.4), which is well below the cutoff for minimal depression (9 points), and similar to the mean of a healthy control group (n=583) described in the test manual, which scored 7.4 points (SD 7.3) [48]. The Multiple-Choice Vocabulary Test (MWB) that measures premorbid (crystallized) intelligence shows a mean score of 31 points (SD 3.2) that corresponds to a mean IQ of 115. A healthy control group of adults (n=102) in a study by Satzger et al [49] reached a mean IQ of 121 (the test usually overestimates the IQ obtained with typical intelligence tests). For the digit span test from the Hamburg-Wechsler-Intelligenztest für Erwachsene, Revision (HAWIE-R), the German version of the Wechsler Adult Intelligence Scale-III [50], the mean number of correct responses is 14.1 (SD 3.6) in the present sample and 15.0 (SD 3.2) in a healthy adult sample (n=100) in the HAWIE-R manual [51]. Similarly, the Digit Symbol Test from the same test battery shows a mean score of 59.1 points (SD 12.3) for the Dortmund Vital Study participants and 50.6 (SD 10.3) points in the HAWIE-R manual. For the Stroop Test from the Nürnberger Altersraten (NA), the time to complete the word list for participants aged between 55 to 69 years is 14.7 (SD 2.3) seconds in the present study (n=144) and 16.0 (SD 2.0) seconds in the reference values for healthy older persons in the manual (n=78). For the color naming list of the Stroop Test, the corresponding times are 21.1 (SD 3.7) versus 24.0 (SD 7.0) seconds, and for the interference list, they are 36.7 (SD 7.4) versus 44.0 (SD 13.0) seconds. The capacity for learning new words assessed by the Verbal Learning and Memory Test (VLMT) [53], the German version of the Rey Auditory Verbal Learning Test (RAVLT) [54], shows a mean sum of 54.8 points (SD 4.3), indicating the number of successfully learned words in our sample (n=525), and exactly 54.8 points in a norm sample (n=515) provided in the test manual. Furthermore, the D2 test, measuring selective attention and attentional endurance (D2-R) [55] reveals for our participants aged between 20 and 60 years (n=489), the mean number of correctly crossed symbols is 158 (SD 36.7), whereas the normative value for the same age group (n=976) in the manual is 153 (SD 28.4). Finally, for the 2 subtests from the Leistungs-Prüf-System (LPS, meaning performance test system) validated for people older than 50 years [56], our participants aged 50 years and older (n=217) had a mean of 24.7 (SD 5.1) correct responses in the logical reasoning and 19.5 (SD 6.4) in the spatial rotation subtests, whereas the controls in the LPS manual reached 22.0 (SD 5.2) and 17.6 (SD 6.0) correct responses, respectively.

Fourth, with respect to education, 28% (n=161) of the participants of the Dortmund Vital Study have secondary degree, 30.3% (n=174) have a high school diploma and 41.6% (n=239) have a university degree, compared to the corresponding proportions in the German population (23.5%, 33.5%, and 18.5%, respectively). Furthermore, 68.6% of the participants in the Dortmund Vital Study are employed (full-, half-, or part-time) compared to 67.7% of the general population in Germany [45].

In summary, we consider the sample of the present study as representative in terms of age distribution, genetics, depressive symptoms, cognitive parameters, and occupation. However, in contrast to the general population, the ratio of female participants and that of university degree holders appear to be higher than in the general population.

**Inclusion Criteria**

The study includes adults without history of severe diseases, namely neurological diseases such as dementia, Parkinson disease, or stroke; cardiovascular diseases; bleeding tendency; oncological diseases; psychiatric disorders such as schizophrenia, obsessive-compulsive disorder, anxiety disorders, or severe depression; head injuries; head surgery; head implants; eye diseases (cataract, glaucoma, or blindness); accidents that limit physical fitness and mobility; and those who do not use psychotropic drugs and neuroleptics. Medications that did not lead to exclusion from the study are blood thinners, hormones, antihypertensives, and cholesterol reducers. Participants have normal or corrected-to-normal vision and hearing and fulfill standard inclusion criteria for MRI measurements.

**Telephone Interview**

Once the participants register via a contact form, they receive a telephone call where an interview is conducted to check their inclusion criteria and obtain personal data, such as age, contact information, education, current occupation (type, full time/part-time), planned changes in the next years (relocation, retirement), pre-existing and current illnesses, physical restrictions, medication, willingness to visit the Leibniz Research Centre for Working Environment and Human Factors at the Technical University of Dortmund (IfADo) for tests on 2 independent days, and the willingness to participate in follow-up tests in 5, 10, and 15 years.

**Measures**

The Dortmund Vital Study uses a wide range of instruments to measure biological and environmental parameters that potentially affect cognitive performance across the lifespan, as shown in **Figure 1**.
Figure 1. Schematic illustration of the measures used in the Dortmund Vital Study. The arrows indicate the order in which the data are collected. Beginning with the first post-test, an MRI will be included into the test battery. EEG: electroencephalography, ECG: electrocardiography, MRI: magnetic resonance imaging.

**Questionnaires**
The participants receive several questionnaires via mail that should be filled in at home and brought to the first test session. The battery includes nonstandardized and standardized questionnaires. Nonstandardized questionnaires obtain sociodemographic and lifestyle variables (marital status, children, education, proficiency in languages other than the native language, type and history of employment, history of physical activity, nutrition, smoking, social activities, hobbies, using digital media, caregiving of family members), as well as request information on vision and use of glasses, necessary medical information for blood collection, and a rating of subjective time perception. Moreover, for the follow-up measurements starting in the middle of 2021, a questionnaire addressing COVID-19-specific aspects has been included that gathers information on, for example, the participants’ experience with the pandemic, how they coped with the pandemic, and the consequences of a COVID-19 infection (if applicable). Standardized questionnaires are used to measure the following: depressive symptoms (Becks Depression Inventory) [57], personality traits (Big Five Personality traits, NEO Five-Factor Inventory) [58], traumatic experiences during childhood with the adapted version of the Childhood Trauma Questionnaire [59], chronotype (D-MEQ) [60], cognitive failures in daily life (Cognitive Failure Questionnaire) [61], Grit personality trait (Grit Scale) [62], handedness (Edinburgh Handedness Inventory) [63], emotional dissonance [64], job control [65], physical activity (Lüdenscheid Physical Activity Questionnaire) [66], burnout (Maslach Burnout Inventory-General Survey) [67], and Oldenburg Burnout Inventory [68], stress reactivity (Perceived Stress Reactivity Scale) [69], affectivity (Positive and Negative Affect Schedule) [70], psychosocial stress (Psychosocial Stress Questionnaire) [71], general self-control and self-control at work [72], chronic stress (Trier Inventory of Chronic Stress) [73], quality of life using the short version of the World Health Organization Quality of Life questionnaire (WHOQoL-BREF) [74], and work ability (WAI) [43,75]. For the follow-up tests, the Copenhagen Psychosocial Questionnaire-III [76] will be included to assess psychosocial work demands. Some of the questionnaires were adapted to suit the purpose of the present study.

**Sensory Testing**
To evaluate basic sensory abilities, audiometry and visual acuity tests are conducted. Audiometric thresholds are tested for 10 pure-tone frequencies (125, 250, 500, 750, 1000, 2000, 3000, 4000, 6000, and 8000 Hz) for the left and right ears (Oscilla USB100, Inmedico).

Visual acuity is measured using Vistec’s Optovist according to the DIN 58220-3 standard “Visual acuity testing - Part 3: Test for use in expertise” for far vision with the right and left eye separately (monocular) and with both eyes together (binocular), and if available with correction for distance (glasses for far vision). The “inclined optometer” [77] is used to determine the zones of sufficient binocular vision at horizontal gaze inclination. For this, the near and far points are obtained, if available with distance correction (glasses for far vision). Moreover, the participants complete a questionnaire regarding the glasses they wear, and the visual and musculoskeletal complaints during the use of computer monitors at the workplace.

**Neuropsychological Assessment**
A wide range of cognitive functions are evaluated using the following standardized neuropsychological tests: evaluate the memory span and working memory (WM) using digit span...
Computer-Based Cognitive Tests With EEG Recording

Behavior and electrical brain activity are simultaneously measured using 2 separate test batteries consisting of a total of 11 computer-based cognitive tasks measuring crucial cognitive functions. The test batteries are applied on 2 examination days. Before the start of the test batteries on days 1 and 2, EEG activity is measured for 2 minutes with eyes open, and 2 minutes with eyes closed to evaluate the resting-state oscillatory brain activity. To assess potential time-on-task effects on brain activity, these EEG measurements are repeated posttesting after the cognitive tests are completed.

The computerized test battery on day 1 includes the following tasks:

**Bar Task [87]**

The aim of this task is to evaluate attentional performance in a perceptual control task. The task is to respond to luminance changes in 1 of 2 symmetrically presented bars and to press the corresponding response key.

**Psychomotor Vigilance Test [88]**

The standard 10-minute psychomotor vigilance test measures sustained or vigilant attention by recording response times to visual stimuli that occur at random interstimulus intervals. The 4 interstimulus intervals are 2, 3, 5, and 8 seconds.

**Simon Task [89,90]**

The Simon task measures stimulus-response compatibility and conflict processing. The Simon effect elucidated in the task refers to the observation that spatially arranged responses to nonspatial stimulus features (eg, shape, color) are faster when the task-irrelevant stimulus location and the response are on the same side than when they are on opposite sides.

**AX-Continuous Performance Task (AX-CPT) [91]**

The AX-CPT is used to measure updating and strategy learning. It has been commonly used to examine shifts in the use of proactive and reactive cognitive control. The AX-CPT requires participants to respond to a certain cue-probe pair (ie, target cue-target probe; AX trials) and to withhold their response or make an alternate response or use other cue-probe pairs. The proactive control mode has been associated with cue-driven processing. In contrast, the reactive control mode has been associated with probe-driven processing. The shift between these alternative control modes can be assessed by comparing different cue-probe combinations.

**Speech-in-Noise Perception Task [92]**

This task measures speech understanding and auditory distractibility. This is examined in a simulated auditory stock market scenario in which the subjects must respond to a target company and its market value. This target company is included in 50% of the trials, the price of which is 50% above or below the critical value of 5. The target company and value are presented in the presence of 2 competing companies to provide distractive stimuli that must be inhibited.

The test battery on the second testing day primarily assesses executive functions.

**n-Back Task [83,93]**

The n-back task is assumed to be a measure of WM capacity because it requires maintaining, continuous updating, and processing of information. The task consists of a 2-choice condition with low WM-load (0-back) and a 2-back condition with high WM-load. Participants are successively presented with a series of visual stimuli; for each stimulus, they are asked whether it matches a stimulus presented n trials before. For example, in a 2-back task, in which the stimuli consist of letters, participants must decide whether the current letter is the same as the letter in trial n–2.

**Task Switching (Cue- and Memory-Based Task Switching) [94,95]**

This task switching paradigm is frequently used to evaluate several control processes by applying only 1 experimental task consisting of different experimental blocks. It enables assessment of task preparation, WM, interference processing, and switching processes, as well as their interaction. First, participants are asked to perform 3 different single task conditions using the same stimulus material (numerical, parity, and font size tasks) in separate blocks of trials. In the next step, they are asked to switch between the 3 tasks in a randomized order using a cue stimulus that signals the relevant task in advance. In the last block, they switch between the tasks every third trial without any cue stimuli, requiring memorizing and recalling the task sequence.

**Auditory Distraction [96,97]**

This auditory task evaluates the ability to focus on a given task and ignore concurrent distracting stimuli. Participants perform a duration discrimination task on a random sequence of long- and short-tone stimuli, which either have a standard pitch (80%) or a deviant pitch (20%). EEG correlates of involuntary shifts forward and backward from HAWIE-R [51], the German version of WAIS-IIIR [50]; semantic memory in written and spoken versions (Word-Fluency Test from LPS) [56]; selective attention and attentional endurance (D2-R) [55]; lateralization and motor functions (Perdue Pegboard Test) [78]; crystallized intelligence (MWT-B) [79]; general cognitive status (MMSE) [80], different aspects of verbal memory like learning performance and retrieval (VLMT) [53], a German version of the RAVLT [54], psychomotor performance and speed of processing (Digit Symbol Test from HAWIE) [51], interference control and inhibition (Stroop Test) [81] from NAI [52], task switching (Trail Making Test, TMT-A and TMT-B) [82], and 2 subtests from the performance testing system [56] measuring logical reasoning and spatial rotation (refer to [83] for details of the tests). For the follow-up measurements, Raven’s 2 [84] will be included to estimate fluid intelligence and the number connection test [85] for measuring processing speed. Finally, all cognitive measures will be used to generate the g-factor also known as general intelligence. The g-factor is a construct developed in psychometric studies of cognitive abilities and human intelligence. It is based on the observation that performance of different cognitive tasks is positively correlated, reflecting the fact that an individual's performance of 1 type of cognitive task tends to be comparable to that person's performance of other cognitive tasks [86].
in attention to the task-irrelevant deviant stimuli and subsequent reorientation to the task-relevant stimulus feature are evaluated.

**Interference Processing [81,98]**

The Stroop task measures the susceptibility to interference and the capacity to inhibit irrelevant stimuli and prepotent responses. Participants must indicate the meaning or the color of color words whereas the word color is either congruent or incongruent with the word’s meaning. One-half of the trials are congruent (name and color are the same), the other half are incongruent, and both types of trials are presented in a randomized order. As word reading is an automated response and produces no or little interference in congruent trials, naming of the font color and inhibiting the word’s meaning in an incongruent trial is a complex executive function that produces strong interference.

**Cognitive Inhibition (Go/NoGo) [99,100]**

A standard task to evaluate inhibitory control is the Go/NoGo task, in which participants are asked to respond under time pressure to frequent stimuli (letter K) while refraining from responding to the rare stimuli (letter T). First, participants conduct a baseline block to estimate their mean response time, which later serves as a time limit in the test block. In case participants respond slower than the individual time limit, visual feedback prompts them to respond faster (which usually leads to a higher rate of false alarm, ie, failure of inhibition).

**Spatial Selective Attention (Visual Search) [101,102]**

The visual search task measures visual selective attention. Participants search for a target item presented together with 8 distractor items (a matrix consisting of colored arrows with different orientations). In half of the trials, 1 of 2 predefined targets are present, whereas in the other half, only distractors are presented. Subjects respond to indicate that they have detected a target. The 2 dependent measures that are most commonly studied are reaction time and the ratio of detected targets.

For the measurement on day 1, the EEG is recorded from 64 electrodes positioned according to the extended 10-20 system using a Brain Amp DC amplifier. The data are filtered online at 250 Hz DC, and the sampling rate is set at 1000 Hz. On day 2, the EEG is recorded from 32 active electrodes positioned according to the extended 10-20 system, using a BioSemi system (BioSemi Instrumentation). The sampling rate is 2048 Hz. A common mode sense (CMS) active electrode and a driven right leg (DRL) passive electrode are used. These 2 electrodes form a feedback loop, which drives the average potential of the subject. The reference and ground electrodes are integrated into the CMS und DRL loop. For the follow-up measurements, an extended electrode montage with 64 channels will be used.

**Structural and Functional MRI**

With the start of the second measurement series beginning in late 2021, structural and functional MRI will be included to complement previous neurocognitive measurements. The resting-state MRI data will be recorded to quantify functional network properties and multishell diffusion-weighted imaging as well as multiparametric mapping (qMRI) to estimate the local and network architecture of gray and white matter. In addition, arterial spin labeling will be performed to quantify cerebral blood flow and magnetic resonance spectroscopy to record various parameters of brain metabolism. In the abdomen, the distribution and concentration of visceral and subcutaneous fat as well as the fat and iron concentration of the liver will be measured.

**Measurement of Biological Parameters**

**Physical Fitness Test, and Cardiovascular and Anthropometric Parameters**

Participants’ current physical performance is measured using a bicycle ergometer with a physical work capacity (PWC-130) cycle test. The aim of this test is to predict the absolute power output at a projected heart rate of 130 beats per minute. The relative power output is calculated by the power-to-weight ratio. In addition, the heart rate, electrocardiography (ECG) during rest, as well as the systolic and diastolic blood pressures before and during ergometry are measured. Additionally, the height, weight, waist-to-hip ratio, and BMI are obtained from each participant.

**Immunological Parameters**

We collected 80 ml peripheral venous blood from all participants. Immunological parameters are determined by analyzing the absolute numbers of lymphocytes, quantitative and qualitative changes in the composition of lymphocyte subsets, concentration of cytokines in serum, namely interleukin (IL)-1b, interferon (IFN)-alpha, IFN-gamma, tumor necrosis factor (TNF)-alpha, monocyte chemoattractant protein (MCP-1, IL-6, IL-8, IL-10, IL-12p70, IL-17A, IL-18, IL-23, and IL-33) and functional activities of T cells and natural killer cells [103]. A metric of immune age [35], which was recently developed from a longitudinal cohort using cell subset phenotyping, functional responses of cells to cytokine stimulations and whole blood gene expression data, was adapted to our data by approximating using principal component regression based on the composition of lymphocyte subsets (natural killer and T cells, CD4+, CD8+, and CD8+CD28 T cells). Additionally, peripheral blood mononuclear cells (CD14 positive monocytes) as well as proteins (C-reactive protein), RNA, and DNA are extracted and analyzed using Omics methods.

**Metabolic Parameters**

A urine sample is collected early in the morning before starting the tests, from which creatinine and calcium oxalate are extracted later. Furthermore, ammonia concentration, leucocytes, erythrocytes, hematocrit, monocytes, lymphocytes, cell volume, thrombocytes, triglycerides, cholesterol, high- and low-density lipoprotein cholesterol, glycosylated hemoglobin, glucose, C-reactive protein, and creatinine are measured in venous blood. Later, we plan to measure choline, betaine, and glycerophosphocholine in the blood.

**Endocrine Parameters**

If possible, a hair sample is taken from which hair cortisol concentrations are measured as an index of long-term stress [104].
Infections
The presence of a latent *Toxoplasma gondii* infection is explored using specific IgG antibodies. In the follow-up testing, a measure of COVID-19 antibodies will also be obtained.

Genetic Parameters (SNPs)
Isolation of genomic DNA of leukocytes is performed according to standard procedures [105]. Several genetic polymorphisms potentially related to the structure and function of the central nervous system are selected. The analyzed SNPs are presented in Table 2.

<table>
<thead>
<tr>
<th>Genotype</th>
<th>rs (reference SNP)</th>
<th>Allele observed (n)</th>
<th>Allele expected (n)</th>
<th>( \chi^2 (df) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ApoE2, E3, E4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ApoE2</td>
<td>rs (reference SNP)</td>
<td>Allele observed (n)</td>
<td>Allele expected (n)</td>
<td>( \chi^2 (df) )</td>
</tr>
<tr>
<td>ApoE2</td>
<td>7412</td>
<td>0=CC (443), 1=CT (83), 2=TT (3)</td>
<td>0=CC (444), 1=CT (81), 2=TT (4)</td>
<td>0.14 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>429358</td>
<td>0=CC (10), 1=CT (127), 2=TT (389)</td>
<td>0=CC (10), 1=CT (126), 2=TT (389)</td>
<td>0.01 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>6265</td>
<td>0=GG (365), 1=GA (148), 2=AA (15)</td>
<td>0=GG (365), 1=GA (148), 2=AA (15)</td>
<td>0.00 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>4633</td>
<td>0=CC (128), 1=CT (256), 2=TT (144)</td>
<td>0=CC (124), 1=CT (263), 2=TT (140)</td>
<td>0.45 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>4680</td>
<td>0=AA (144), 1=AG (256), 2=GG (128)</td>
<td>0=AA (140), 1=AG (263), 2=GG (124)</td>
<td>0.45 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>6277</td>
<td>0=CC (112), 1=CT (275), 2=TT (141)</td>
<td>0=CC (118), 1=CT (263), 2=TT (146)</td>
<td>1.06 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>4532</td>
<td>0=CC (39), 1=CT (129), 2=TT (93)</td>
<td>0=CC (41), 1=CT (124), 2=TT (95)</td>
<td>0.27 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>1072003</td>
<td>0=CC (346), 1=CG (161), 2=GG (21)</td>
<td>0=CC (344), 1=CG (163), 2=GG (19)</td>
<td>0.17 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>2304297</td>
<td>0=AA (32), 1=AG (200), 2=GG (296)</td>
<td>0=AA (33), 1=AG (198), 2=GG (297)</td>
<td>0.05 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>13280604</td>
<td>0=AA (311), 1=AG (192), 2=GG (25)</td>
<td>0=AA (314), 1=AG (186), 2=GG (28)</td>
<td>0.40 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>4950</td>
<td>0=AA (311), 1=AG (191), 2=GG (26)</td>
<td>0=AA (313), 1=AG (187), 2=GG (28)</td>
<td>0.23 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>6116869</td>
<td>0=GG (198), 1=GT (249), 2=TT (79)</td>
<td>0=GG (198), 1=GT (249), 2=TT (79)</td>
<td>0.00 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>1969060</td>
<td>0=CC (19), 1=CT (165), 2=TT (342)</td>
<td>0=CC (19), 1=CT (164), 2=TT (343)</td>
<td>0.02 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>8057394</td>
<td>0=GG (285), 1=GC (207), 2=CC (36)</td>
<td>0=GG (286), 1=GC (205), 2=CC (37)</td>
<td>0.03 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>890</td>
<td>0=GG (126), 1=GT (254), 2=TT (148)</td>
<td>0=GG (121), 1=GT (263), 2=TT (143)</td>
<td>0.69 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>16944</td>
<td>0=GG (235), 1=GA (221), 2=AA (70)</td>
<td>0=GG (227), 1=GA (237), 2=AA (62)</td>
<td>2.43 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>1800795</td>
<td>0=CC (85), 1=CG (265), 2=GG (176)</td>
<td>0=CC (90), 1=CG (255), 2=GG (181)</td>
<td>0.78 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>568408</td>
<td>0=AA (9), 1=AG (141), 2=GG (178)</td>
<td>0=AA (19), 1=AG (120), 2=GG (188)</td>
<td>9.53 (2)</td>
</tr>
<tr>
<td>ApoE2</td>
<td>1800629</td>
<td>0=AA (15), 1=AG (141), 2=GG (372)</td>
<td>0=AA (14), 1=AG (143), 2=GG (370)</td>
<td>0.13 (2)</td>
</tr>
</tbody>
</table>

The chi-square test indicates the conformity between the expected and observed distribution. Significant deviances from the HWE are italicized.

- SNP: single nucleotide polymorphism.
- APO: apolipoprotein.
- BDNF: brain-derived neurotrophic factor.
- COMT: catechol-O-methyltransferase.
- DRD2: dopamine receptor D2.
- DRD1: dopamine receptor D1.
- CHRNA6: cholinergic receptor nicotinic alpha 6.
- CHRNAB: cholinergic receptor nicotinic beta 3.
- GPCPD1: glycerophosphocholine phosphodiesterase.
- GRIN2A: glutamate ionotropic receptor NMDA type subunit 2A.
- GRIN2B: glutamate ionotropic receptor NMDA type subunit 2B.
- IL: interleukin.
- TNF-alpha: tumor necrosis factor-alpha.
In future analyses, we intend to evaluate polygenic scores (PGS) because based on the findings of several recent large-scale genome-wide association studies, it became increasingly clear that thousands of alleles across the genome (polygenic architecture) contribute to interindividual variations in cognitive performance with small effect sizes [19]. DNA genotyping will be carried out using the Illumina Infinium Global Screening Array 3.0 with major depressive disorder and Psych content, and genome-wide PGS (weighted sums of each participant’s trait-associated alleles across all SNPs) will be created using publicly available summary statistics for cognitive performance and other available behavioral phenotypes of interest.

**Research Data Management**

**Types of Data**

The types of data generated are qualitative and quantitative questionnaire data, sensory and psychometric scores, behavioral data from psychological experiments, EEG data, MRI data (starting with the second measurement wave), concentrations of immunological parameters, endocrinological data, genetic polymorphisms and PGS, ECG and cardiovascular data, anthropometric data, and the concentrations of metabolites.

Measures taken for quality assurance and quality management comprise continuous control of raw data, sample data analysis, data validation through split-half, test-retest reliability between measures, and data validation by statistical analysis.

The used formats of the generated EEG data are MATLAB (*.m), BrainVision Core Data Format (each recording consisting of a *.vhdr, *.vmrk, *.eeg file triplet) and BioSemi EEG data (*.bdf). SPSS (*.sav, *.spv) and R-data are used for statistical analyses. Integration of all data types takes place in a Structured Query Language (SQL) database. If appropriate, raw data (eg, immunological data, SNPs, questionnaires, and neuropsychological tests) are included in the database. Some types of data, namely preprocessed EEG data, are included in the database after averaging for each person, task, and condition separately. Useful variables and total scores are extracted from the large number of questionnaires and neuropsychological tests. The EEG and MRI raw data will be later converted into the Brain Imaging Data Structure (BIDS) format [106,107]. The aim of BIDS is to create standards allowing researchers to readily organize and share study data within and between laboratories.

**Storage, Selection, and Retention Period**

All data are stored on IfADo servers as working copies, as proof of good scientific practice, for reuse, and for legal and contractual requirements. Research data are stored and analyzed without reference to the personal data of the subjects. Personal subject information (such as name and contact data required for re-invitation) are physically separated from the research data (pseudonymization). Only a few selected persons have access to the subject’s identities and the subject IDs that are stored in written form in a secure location. The anonymized research data are stored in server rooms at different locations throughout the institute. The amount of data is approximately 1 TB per year excluding MRI data, which is estimated to be approximately 2 TB per year. Technologies used for data storage include an NAS (Network Attached Storage) server with the RAID5 (redundant array of independent disks) configuration. Additional backup copies are regularly made and checked. Paper and pencil tests and questionnaires are stored in a central archive of the institute. Isolated peripheral blood mononuclear cells, serum, and urine probes are frozen for future use.

**Data Access and Use**

To access the data, scientists from IfADo, as well as external cooperation partners who plan to analyze data from the Dortmund Vital Study fill in a proposal form that includes a short description of the project and the respective hypotheses, responsible persons, cooperation partners, data usage, and analysis strategy. The requested research data will be made available in an anonymized form after consultation with the scientists responsible for the data. Responsible persons include project managers and coordinators of the Dortmund Vital Study in consultation with the IfADo Research Data Management Unit.

After primary analyses and publication of the main results, the data and the scripts used for data analyses will be made available in repositories for secondary analyses. The transfer agreement will be prepared by the coordinators of the Dortmund Vital Study in consultation with the IfADo Research Data Management Unit. Data access will be restricted and will require a structured project proposal. Access to the SQL database will be password protected. Interoperability will be guaranteed by metadata included in the SQL database and common data formats (eg, BIDS) to enhance exchange, management, and documentation. Data identifiers (digital object identifiers) will be assigned at least until the end of the projects.

**Organization, Management, and Policies**

Central organizational support for data management is provided by the Research Data Management Unit at IfADo.

The Dortmund Vital Study is funded by the institute’s budget. Thus, the study design, collection, management, analysis, interpretation of data, writing of the report, and the decision to submit the report for publication is not influenced by or biased toward any sponsor.

Permissions for the tests, questionnaires, and software used that are subject to copyright were obtained from the corresponding publishers. If no license was required, permission was granted by the authors of the corresponding questionnaire or test.

**Data Analysis**

Detailed descriptions of the specific data analysis methods depending on the type of measure will be provided in subsequent publications.

Generally, for all quantitative variables, descriptive statistics, frequencies, and distributions will be calculated for all participants. Summary statistics including the mean, SD, minimum values, and maximum values will be provided for quality assurance. Qualitative variables will be categorized before performing any statistical analysis. Immunological, biochemical, medical, optometric, and audiometric data as well as coding for genetic polymorphisms are integrated in the SQL
database. Data from psychometric tests in the SQL database will be verified by using an automated MATLAB script for plausibility and outliers. EEG and behavioral data from experimental tasks will be analyzed with EEGLAB [108] using scripts. The main parameters, such as individual amplitudes or latencies of transient components, time-frequency parameters, or behavioral data, such as reaction times, error rates, and SDs, will be automatically written in the SQL database.

Depending on the research topics and questions, different methods will be used for data analysis. For the cross-sectional analyses, mixed ANOVA, Analyses of Covariance (ANCOVA), 1-way ANOVA, or t tests will be used. Furthermore, the Pearson correlation coefficient or appropriate regression models will be used to identify predictors of the variables of interest. Moreover, the structural equation modeling approach and novel decoding techniques will be employed when appropriate.

For the longitudinal data, mixed model ANOVA including within-subject factors, such as Time Point of Measure, and between-subject factors, such as Age Group, will be employed. Interactions will be analyzed using simple ANOVA or t tests. Additionally, covariance analysis (ANCOVA) will be conducted to control for potential confounding factors like gender and education. It is not intended to impute missing data for ANOVA or ANCOVA. In case of a few or moderate number of missing data, the analyses will be conducted with the complete cases. In case of a larger number of missing data over the long period, advanced statistical approaches like the Generalized Estimating Equation (GEE) [109] or Mixed Effect Regression (MER) [110] will be used.

**Ethics Approval**

The first run of the Dortmund Vital Study (2016-2021) was conducted with approval from the local Ethics Committee of the IfADo in 2015. Follow-up testing was approved in July 2021 by the Ethics Committee of the IfADo (approval number: A93-3).

**Results**

The baseline testing was conducted between 2016 and 2021. As of August 2021, 593 participants were tested. In October 2021, the first follow-up measure was started. Some initial results from the cross-sectional part of the study were already published [83, 111-116]. Longitudinal data will be analyzed, and the first publications are estimated for 2025.

**Discussion**

**Study Overview**

The Dortmund Vital Study is a multidisciplinary long-term project, combining a cross-sectional and longitudinal study design. The goal is to investigate the influence of a wide range of biological and environmental factors on cognitive functions and their neurophysiological correlates as well as on the immune system and other physiological functions and structures. The combination of well-elaborated experimental paradigms reflecting basic cognitive functions, modern EEG methodology, MRI scans, lifestyle data, and the analysis of biochemical parameters will facilitate the development and evaluation of specific hypotheses on the mechanisms of healthy and pathological aging from different perspectives and disciplines. Work-related human factors (eg, type of work), work ability, and the role of work conditions (eg, stress or job satisfaction) will be of particular interest. Moreover, the Dortmund Vital Study has the potential to shed tremendous light on the complex interactions between immunological, genetic, metabolic, and brain-related parameters in healthy adults. Specifically, parameters obtained by MRI and EEG-related measures can be evaluated as a function of the PGS, metabolic products, concentration of immune cells, immune age, and infections such as Toxoplasmosis or COVID-19 that are largely unexplored. The same is true for environmental and lifestyle factors that influence brain activity and behavior. As human behavior and cognition reflects a combination of these factors, the Dortmund Vital Study has the potential to elucidate several important findings. Crucial points are the developmental aspect and the progress or decline of several functions over the lifespan. This design enables analysis of changes of inter- and intraindividual variability with increasing age and lead to conclusions, such as which factors in the past have the largest impact on the present measures or pathological outcomes like burnout, depression, mild cognitive impairment, or dementia. In conclusion, this multidomain and interdisciplinary study will help elucidate underlying mechanisms of healthy and pathological aging.

**Limitations and Future Challenges**

A challenging problem in longitudinal study designs is the dropout rate, especially during long test periods like in this study. The dropout rate can be affected by unpredictable events like the present COVID-19 pandemic. A reduced number of participants during follow-up produces missing values, shrinks the entire sample size, reduces the statistical power, and may lead to a small sample size at the end of the study relative to the number of analyzed variables.

Thus, it is important to analyze the reasons for dropouts and whether the participants are missing at random or not at random (ie, due to unsystematic or systematic reasons), which may differently affect the results. For example, dropouts due to lack of interest in further participation in the study or change of residence can be treated as random. In contrast, dropouts due to illness or death could reflect a systematic reason for missing data, given that elderly participants entering the study have a much higher risk of illness or death in the long period spanning 20 years. This may lead to a disproportionate dropout in this age group compared to the younger groups. Moreover, a pandemic like COVID-19 reflects a systematic source of dropouts.

Missing data have important consequences for data analysis. Repeated measures ANOVA or MANOVA requires fully complete data sets for each repeated measure. That is, without data imputation, only a reduced (but complete) data set can be used for analysis. There are several methods to counteract this using statistical approaches. For example, the missing data can be replaced by the last measured data or by a simple or conditional mean of the variable resulting from a predicted value. However, data imputation is generally not recommended,
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NAS: Network Attached Storage
PGS: polygenic scores
RAVLT: Rey Auditory Verbal Learning Test
SNP: single nucleotide polymorphism
TNF: tumor necrosis factor
VLMT: Verbal Learning and Memory Test
WAIS-III: Wechsler Adult Intelligence Scale
WM: working memory
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Abstract

Background: Survivors of childhood cancer represent a growing population with a long life expectancy but high risks of treatment-induced morbidity and premature mortality. Regular physical activity (PA) may improve their long-term health; however, high-quality empirical knowledge is sparse.

Objective: The Physical Activity and Fitness in Childhood Cancer Survivors (PACCS) study comprises 4 work packages (WPs) aiming for the objective determination of PA and self-reported health behavior, fatigue, and quality of life (WP 1); physical fitness determination (WP 2); the evaluation of barriers to and facilitators of PA (WP 1 and 3); and the feasibility testing of an intervention to increase PA and physical fitness (WP 4).
Methods: The PACCS study will use a mixed methods design, combining patient-reported outcome measures and objective clinical and physiological assessments with qualitative data gathering methods. A total of 500 survivors of childhood cancer aged 9 to 18 years with ≥1 year after treatment completion will be recruited in follow-up care clinics in Norway, Denmark, Finland, Germany, and Switzerland. All participants will participate in WP 1, of which approximately 150, 40, and 30 will be recruited to WP 2, WP3, and WP 4, respectively. The reference material for WP 1 is available from existing studies, whereas WP 2 will recruit healthy controls. PA levels will be measured using ActiGraph accelerometers and self-reports. Validated questionnaires will be used to assess health behaviors, fatigue, and quality of life. Physical fitness will be measured by a cardiopulmonary exercise test, isometric muscle strength tests, and muscle power and endurance tests. Limiting factors will be identified via neurological, pulmonary, and cardiac evaluations and the assessment of body composition and muscle size. Semistructured, qualitative interviews, analyzed using systematic text condensation, will identify the perceived barriers to and facilitators of PA for survivors of childhood cancer. In WP 4, we will evaluate the feasibility of a 6-month personalized PA intervention with the involvement of local structures.

Results: Ethical approvals have been secured at all participating sites (Norwegian Regional Committee for Medical Research Ethics [2016/953 and 2018/739]; the Oslo University Hospital Data Protection Officer; equivalent institutions in Finland, Denmark [file H-19032270], Germany, and Switzerland [Ethics Committee of Northwestern and Central Switzerland, project ID: 2019-00410]). Data collection for WP 1 to 3 is complete. This will be completed by July 2022 for WP 4. Several publications are already in preparation, and 2 have been published.

Conclusions: The PACCS study will generate high-quality knowledge that will contribute to the development of an evidence-based PA intervention for young survivors of childhood cancer to improve their long-term care and health. We will identify physiological, psychological, and social barriers to PA that can be targeted in interventions with immediate benefits for young survivors of childhood cancer in need of rehabilitation.

International Registered Report Identifier (IRRID): DERR1-10.2196/35838

(JMIR Res Protoc 2022;11(3):e35838) doi:10.2196/35838
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Introduction

Background

Improved diagnostics and treatment of pediatric cancer over the past decades have drastically increased 5-year survival rates to >80% [1]. Therefore, the population of survivors is rapidly growing, and there are currently an estimated ≥500,000 survivors of childhood cancer in Europe [2]. Survivors of childhood cancer represent a vulnerable population, which is expected to face high, long-term risks of morbidity [3,4] and early mortality because of the late effects of cancer and its treatment [5-7]. Late effects can arise years or decades beyond treatment completion; by the age of 50 years, approximately all survivors of childhood cancer experience multiple chronic health conditions [8]. Late effects include, among others, cardiopulmonary disorders, endocrine dysfunction, secondary cancers, musculoskeletal deficits, metabolic syndrome, early frailty, neurocognitive impairments, and fatigue, resulting in reduced quality of life (QoL) [3,4,8]. Increased knowledge of the negative consequences of treatment has prompted efforts to improve the long-term QoL and health outcomes of survivors of childhood cancer.

There is increasing evidence for a range of positive effects of regular physical activity (PA) on reducing risks of late effects, early mortality, and improving QoL in both adult [9-16] and young survivors of childhood cancer [10,16,17]. However, reduced levels of PA and physical fitness (PF) in survivors of childhood cancer compared with controls have been consistently reported, albeit with substantial heterogeneity across studies [9]. Objectively measured PA levels in childhood and early adolescent survivors of childhood cancer support these findings, suggesting considerably reduced PA levels compared with controls in the small-scale studies that exist [18]. Moreover, studies among adult survivors of childhood cancer suggest that reduced PA levels persist for a substantial proportion of survivors well into adulthood [19,20]. Thus, there is a need for effective PA interventions among young survivors of childhood cancer to establish healthy PA routines at an early age. A modest body of research indicates the effectiveness of PA interventions on PA behavior and physical, psychosocial, cognitive, and social outcomes for groups of young survivors of childhood cancer [10,16,17]; however, PA recommendations are currently limited by important knowledge gaps and methodological shortcomings, including low sample sizes, single-center samples, and large heterogeneity across studies [9,10,16,17]. Data from large-scale studies of survivors of childhood cancer representing multiple diagnostic groups and countries, using device-based measurements, are still lacking.

Knowledge gaps regarding PF in young survivors of childhood cancer are even more prevalent than for PA [21]; however, findings indicate that PF is also persistently poorer among young survivors of childhood cancer with reduced cardiorespiratory fitness (9%-23%) [22,23] and muscle strength (10%-20%) [9,24] than the age-matched controls. Interestingly, the difference in PF between survivors of childhood cancer and healthy controls seems to progress years after treatment [22]. Research within our group suggests that Norwegian adult survivors of childhood leukemia and lymphoma experience reduced exercise capacity because of the cardiotoxic effect of treatment [25] and lower...
QoL compared with cancer-free controls even >20 years after diagnosis [26]. Thus, low levels of PA and PF may exacerbate already increased risk of late effects, functional limitations, and reduced QoL for survivors of childhood cancer well into adulthood [27,28].

Research on young survivors’ perspectives on what facilitates and hinders participation in PA is also scarce [29,30]. The observed lower levels of PA among young survivors of childhood cancer than in the general population are often attributed to a range of physical and psychosocial factors, including (1) adverse consequences of cancer therapies on PF and function [17]; (2) anxiety and overprotective attitudes toward PA [31]; and (3) the cancer and treatment may coincide with the period in life when children start organized sports, thus contributing to an ability gap to healthy peers [22]. Late effects and PF deficits interfere with physical, psychological, and social functioning and the ability to participate in daily and social activities in approximately 50% of adult survivors of childhood cancer [32]. Therefore, limitations to engaging in PA can create a vicious circle of reduced activity levels, which further negatively influence long-term development, health, and functioning. Therefore, knowledge of perceived barriers and facilitators for survivors of childhood cancer regarding PA and exercise programs is needed to develop effective and sustainable PA interventions.

Objectives

The overall aim of the Physical Activity and Fitness in Childhood Cancer Survivors (PACCS) study is to address the abovementioned research gaps and generate knowledge that will contribute to the development of an evidence-based PA intervention for young survivors of childhood cancer. The PACCS study is run by an international multidisciplinary consortium, including Norway, Finland, Denmark, Germany, and Switzerland, and includes four work packages (WPs) with the following main objectives:

1. Objectively determine levels of PA and sedentary time among survivors of childhood cancer compared with reference data and identify physiological, psychological, and social correlates, including QoL and fatigue (WP 1)
2. Objectively determine PF and identify physical and physiological factors limiting PF in survivors of childhood cancer compared with controls (WP 2)
3. Identify physical, psychological, social, and contextual factors that act as barriers to and facilitators for engagement in PA in survivors of childhood cancer; furthermore, to identify opportunities for collaboration between specialist and municipality health care services to establish systematic PA interventions locally for survivors of childhood cancer (WP 3)
4. Develop and feasibility test a PA intervention as a preparation for a future well-designed large randomized controlled trial based on results from WP 1 to 3 (WP 4)

Methods

Study Design, Study Population, and Inclusion Criteria

The PACCS study [33] is an international multicenter study based on a mixed methods design that combines clinical and physiological assessment methods, patient-reported outcome measures, qualitative interviews, and a feasibility intervention. WPs 1, 2, and 3 have a cross-sectional design, whereas WP 4 will be a single-arm (intervention only), multicenter, open PA feasibility trial. The study population comprises young survivors of childhood cancer (aged 9-18 years) recruited from seven medical centers in Europe: 2 in Norway (Oslo and Bergen) and Finland (Turku and Tampere) and 1 in Denmark (Copenhagen), Germany (Essen), and Switzerland (Basel). Survivors of childhood cancer with any malignant disease, at least 1 year after completion of cancer treatment, and those attending outpatient follow-up care consultations are eligible for inclusion. Survivors of childhood cancer will be excluded if there are language difficulties or limited cognitive functioning. Figure 1 provides an overview of the different WPs.
We aimed to include a minimum of 500 survivors of childhood cancer aged 9 to 16 years in WP 1. We aimed to consecutively enroll approximately 150 participants from WP 1 to WP 2. The age group in WP 2 will be 9 to 18 years, as 1 to 2 years may, in some sites, elapse from inclusion into WP 1 to participation in WP 2. In addition, in WP 2, 150 age- and sex-matched controls will be enrolled. A subsample of 40 selected WP 1 participants and one of their parents will be invited to participate in qualitative interviews in WP 3. Participants will be purposely sampled to maximize the variation of key sociodemographic and clinical factors, including activity levels and rural or urban places of residence. Approximately 10 school nurses and 10 physical education teachers will also be recruited. In WP 4, around 30 survivors of childhood cancer aged 12 to 18 years within the lowest tertial of total PA, as assessed by the accelerometer in WP 1, without contraindications for vigorous PA, will be recruited among the participants of WP 1. As WP 4 is a pilot feasibility study, we aim to recruit survivors of different diagnoses, age ranges, and genders. All countries and study sites will participate in WP 1; Norway and Switzerland will participate in WP 2; Norway and Denmark will participate in WP 3; and Norway, Finland, and Germany will participate in WP 4.

Assessments, Power Calculations, and Statistical Analyses

WP 1

Overview

Outcomes of WP 1 include objective and subjective assessments of PA and sedentary behavior, barriers to PA, fatigue, psychological adjustment, and QoL. The self-reported measures, as well as demographic variables, will be collected using electronic questionnaires. An overview of the key variables assessed in WP 1 is presented in Table 1.
<table>
<thead>
<tr>
<th>Variables</th>
<th>WP 1; all sites</th>
<th>WP 2</th>
<th>WP 4; Oslo, Bergen, Turku, and Essen</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Objectively assessed</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical activity (counts per minute; sedentary time; light, moderate, and vigorous activity)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Echocardiography</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Lung function</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Neurological tests</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Cardiopulmonary Exercise Testing</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Knee extension strength</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hand grip</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Chest press strength</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Countermovement jump</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>1-Minute Sit-to-stand test</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Body composition (DXA)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Muscle thickness (ultrasound)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Blood volume and hemoglobin mass</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Anthropometric variables (height and weight)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Puberty stage (Tanner)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Medical variables (diagnosis, time since diagnosis, treatment, time since treatment, medication use, and comorbidities)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Questionnaires</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demographic variables (age and gender)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Self-reported PA, including recreational sports participation and active commuting habits</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Physical education</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Perceived PA barriers: 15 items covering reasons for not being physical active</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Attitude toward PA (perceived physical competence, perceived enjoyment, and motivation)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Television or screen time</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Diet, including sugar rich beverages</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Sleep</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Quality of life (PedsQL)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Fatigue (PedsQL MDF scale)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Psychological adjustment (SDQ)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

**a**WP: work package.

**b**For WP 1, 2, and 4: ActiGraph model GT3X+, ActiGraph LLC; for WP 4: real-time tracking of PA over 6 months (time spent in activity, type of activity, and intensity and steps) using a Polar watch (Polar Global).

**c**Cardiopulmonary exercise testing on a treadmill.

**d**Cardiopulmonary exercise testing on a bike.
Isometric knee extension strength is tested on the custom-built strength ergometer similar to WP 2 in Bergen and Oslo and on sites’ own commercial devices in Turku and Essen.

Upper arm strength is tested as isometric chest press on the custom-built strength ergometer similar to WP 2 in Bergen and Oslo and on sites’ own commercial device in Essen. Turku performed a dynamic upper extremity lifting test in a standing position.

DXA: dual-energy x-ray absorptiometry.

Items from the Health in Adolescents study [34].

Items from the Physical Activity in Norwegian Children Study [35].

PA: physical activity.

Number of counts per minute (cpm; primary outcome); fulfillment of physical activity (PA) recommendations (>60 minutes of moderate to vigorous PA per day); PA intensity categories (counts translated into metabolic energy equivalents of intensities): sedentary time (<100 cpm), light (100-1999 cpm), moderate (2000-5999 cpm), and vigorous (≥6000 cpm).

Items from the Relevance of Physical Activity Contexts in the Everyday Life of Adolescents study [36].

Constructed for the purpose of the Physical Activity and Fitness in Childhood Cancer Survivors study based on literature review and expert and user input.

Items from the Health Behavior in School-aged Children study [37].

Items from the UngKost [38].

PedsQL: Pediatric Quality of Life Inventory [39].

PedsQL MDF: Pediatric Quality of Life Inventory Multidimensional Fatigue scale [40].

SDQ: Strength and Difficulties Questionnaire [41].

Assessment of PA and Sedentary Time by Accelerometer

PA and sedentary time will be assessed objectively by accelerometers worn for 7 days during the awake time to measure accelerations of +6 G to −6 G (ActiGraph model GT3X+, ActiGraph LLC). The sample rate of the accelerometer is set to measure the raw signals at 30 Hz. Total PA will be described as the number of counts per minute (cpm), which is a measure of the volume of PA assessed by the accelerometer. The accelerometer data will be uploaded by all collaborators to a central server located at the Norwegian School of Sport Sciences and analyzed at one site. Accelerometer measurements with at least four valid measurement days (≥480 min/day) will be included in the analysis.

The activity counts from the accelerometers will be translated into metabolic energy equivalents of intensities as sedentary time (<100 cpm), light (100-1999 cpm), moderate (2000-5999 cpm), and vigorous (≥6000 cpm) PA [42]. Participants will be categorized as reaching the international recommendations for PA if they engage in at least 60 minutes of moderate to vigorous PA (≥22000 cpm) per day on average over valid accelerometer measurement days.

Questionnaires

Overview

All questionnaires will be completed electronically using tablet computers. Different questionnaires are available for survivors of childhood cancer aged 9 to 12 years and their parents (proxy reports) and survivors of childhood cancer aged 13 to 16 years and their parents. The questionnaires comprise mainly validated and standardized questions (Table 1). Questionnaires will be translated into local language if validated translations do not exist, following recommended forward–backward translation procedures. Questionnaire data will be directly uploaded and stored on the secured server for sensitive data at the University of Oslo’s Center for Information Technology.

Self-reported PA and Exercise

Items pertaining to exercise in leisure time will be measured by questions extracted from studies of age- and sex-stratified reference material (the Health in Adolescents study, Physical Activity among Norwegian Children study wave 2 [35], and the Relevance of Physical Activity Contexts in the Everyday Life of Adolescents [REPA]) to enable comparisons. The questions target PA and include frequency, duration, and type of PA or exercise and active transportation (questionnaires are available upon request).

Physical Education in School

Questions regarding attitudes and participation toward physical education before and after the cancer experience are based on the questionnaire of an ongoing study of approximately 3000 Norwegian adolescents (REPA study) [36].

Perceived PA Barriers

Perceived barriers to being physically active will be assessed using a self-constructed questionnaire. Survivors of childhood cancer will rate degree of agreement with 15 statements in response to the question “I am less physically active than I want to because;....” The 15 statements reflect potential physical, psychosocial, and mental barriers to PA and were designed based on clinical experience, input from user representatives, and pilot testing. Examples of statements are “I don’t have time for it; I don’t know how active I can or should be; My body feels too heavy; I am too fatigued; I have pain; My parents tell me to be careful.” Each statement is scored on a 5-point Likert-type scale ranging from totally disagree to totally agree.

Screen Time

Screen time (time spent in front of a computer, watching television, playing computer games, surfing on the internet, and chatting) will be assessed by 2 questions from a questionnaire used in a large international study on children and adolescents (the Health Behavior in School-aged Children study) [37].
**Diet and Nutrition**
A total of 3 questions regarding diet were extracted from a nationally representative study on children and adolescents' dietary habits, called the Norwegian Ungkost study [38].

**Sleep**
Participants will report when they usually get out of bed and when they go to bed on school days [43].

**QoL Questionnaire**
QoL will be measured using the Pediatric QoL Inventory (PedsQL) core module [39]. The PedsQL includes four subscales—physical, emotional, social, and school functioning—and has 2 different modules validated for children aged 8 to 12 years and adolescents aged 13 to 18 years. The PedsQL has been used in children with cancer [40]. In addition, parents will be asked to complete the parent module (proxy report) of the PedsQL.

**Fatigue**
Fatigue will be measured using the PedsQL Multidimensional Fatigue Scale, which measures general fatigue, sleep/rest fatigue, and cognitive fatigue [40]. Parents will complete the respective parent modules.

**Psychological Adjustment**
The Strength and Difficulties Questionnaire (SDQ) will be used to measure psychological adjustment and emotional problems. The SDQ is widely used in children aged 8 to 17 years [41].

**Other Variables**
Parents will provide sociodemographic variables in their questionnaire (child's age, child's sex, parents' education, and parents' income).

**Information Extracted From Medical Records**
The following variables will be collected from medical records and stored on Services for Sensitive Data (TSD): sex, age at diagnosis, cancer diagnosis, month and year of diagnosis, month and year when completed treatment, type of treatment (chemotherapy, surgery, radiation [dose—in Gy—and area], and stem cell transplantation), recurrence, diagnosis and treatment before or after puberty, weight, and height at the time of the study.

**Reference Material**
Age- and sex-stratified reference material for the primary and most of the secondary outcomes are available for comparison of marginal means and will be provided from several large-scale studies among healthy children and adolescents. References on PA and sedentary time will be available from two Norwegian studies—the Physical Activity among Norwegian Children study wave 2 (N=3538; age 9 to 15 years) [35]. Health in Adolescents study (N=1528; age 11 and 13 years) [34]—and one German study—the German Health study (N=1500-2000; age 6 to 17 years) [44]. Age- and sex-stratified national reference materials are also available for attitudes toward physical activity (REPAC) [36], screen time (Health Behavior in School-aged Children study) [37], and psychosocial measures (PedsQL [45], PedsQL Multidimensional Fatigue Scale [46], and SDQ [47]).

**Power Calculation and Statistical Analyses WP 1**
From studies in the general Norwegian population, we know that children aged 9 to 15 years engage in an average of 549 (SD 180) cpm (measured by accelerometer) [35]. We assumed reduced PA levels in survivors of childhood cancer. To estimate a difference of 10% in objectively measured PA between survivors of childhood cancer and healthy controls (494 vs 549 cpm, SD 180 for both; power=80%; significance level $P<.05$, one-sided), we need to include 250 survivors of childhood cancer. Given the heterogeneity in the expected sample (age and diagnoses) and to facilitate subgroup comparisons, we aim to include at least n=500 in WP 1 to facilitate subgroup comparisons.

Descriptive statistics will be used to present the levels of PA (including different intensity measures and activity patterns) and sedentary time of survivors of childhood cancer compared with the reference materials and PA recommendations. Multilevel models (mixed models) will be used to adjust for the different study sites as random intercepts. We will perform univariable and multivariable multilevel regression models (linear, logistic, or ordinal depending on the outcome) to (1) assess the clinical and sociodemographic factors associated with meeting the PA recommendations in survivors of childhood cancer; (2) assess clinical and sociodemographic factors associated with different patterns or levels of PA and sedentary time; and (3) assess the associations among PA patterns or levels (exposure) and QoL, fatigue, and other health behaviors.

**WP 2**

**Overview**

**Measures**
Outcomes of WP 2 include measurements of cardiorespiratory fitness, muscle strength, power, and muscular endurance. Norway (Oslo and Bergen) and Switzerland (Basel) will participate in WP 2 (Table 1 provides an overview of tests and self-reported measures performed at each site specific to WP 2). In Norway, age- and sex-matched controls will be the same-age friend or sibling of the survivor of childhood cancer, chosen and invited by the survivors of childhood cancer themselves. In Switzerland, age- and sex-matched controls will be recruited from siblings or friends of survivors or within the network of the Swiss PACCS study team.

**Cardiorespiratory Fitness**
Before testing, survivors of childhood cancer will undergo a cardiological screening. Peak oxygen uptake (VO$_2$max) will be assessed using a cardiopulmonary exercise test (CPET). In Norway, the CPET will be performed by walking and running on a treadmill using a child-friendly continuous graded treadmill protocol until exhaustion [48], whereas in Switzerland, the CPET will be performed on a cycle ergometer using an incremental bike protocol from Godfrey [49]. The starting workload after habituation to the treadmill will be 3.0 km/hour at 0% inclination. The workload will then be increased every minute by alternately increasing the speed by 1 km/hour and the inclination by 2% every other minute. For the bike protocol, the initial workload will be set to 10, 15, or 20 W depending on the child's height and increased by 10, 15, or 20 W every
minute, respectively. The participants will be encouraged to keep a pedaling frequency of 60 to 90 revolutions per minute. Gas exchange and ventilatory variables will be measured continuously, breath by breath, using a Hans Rudolph 2-way breathing mask (Hans Rudolph). Peak heart rate will be measured through a 12-lead electrocardiogram, and blood pressure and transcutaneous oxygen saturation will be measured after 5 minutes of rest in the sitting position, during the test, and shortly after termination. The Borg rating [50] of perceived exertion will be assessed at the end of the test. The VO2peak is defined as the highest oxygen consumption value sampled over a 30-second interval. The ventilatory threshold will be calculated using the ventilatory equivalent method, expressed as oxygen uptake (VO2). The minute ventilation (VE) and carbon dioxide responses during exercise will be used to calculate the VE/carbon dioxide uptake slope. The breathing reserve will be calculated using measured maximal voluntary ventilation (MVV) and the maximal VE using the following equation:

\[
\frac{(\text{MVV} - \text{VE})}{\text{MVV}} \times 100 \text{(I)}
\]

The oxygen pulse will be calculated by dividing VO2peak (in mL) by the peak heart rate [51].

**Isometric Strength**

Isometric bench press and isometric leg extension will be performed using a custom-built strength ergometer (Gym 2000) with a strain gauge (US2A100 kg, Holtinger) and a custom-made amplifier. The ergometer is specially designed for testing children. In the bench press test, participants will be instructed to push an (upward) static bar with maximal effort for 5 seconds. The participants will lie on the ergometer with the bar height adjusted so that the elbow angle is 90° to get the upper arm in a horizontal position and the lower arm in a vertical position. The participants will be required to maintain the elbow angle throughout the duration of the trial. Each participant will perform at least three trials with 2 minutes of rest between each trial but will be allowed to continue with further trials as long as improvements are observed. The highest value of the trials will be used for later analysis. In the knee extension test, the participant will be seated at the short end of the ergometer bench with his or her back straight, arms down, and hands lightly gripping the seat. During contraction, both hip and knee joint angles will be flexed at 90° (180° will be fully extended), respectively. For the knee extension isometric test, the participants will also perform at least three trials with 2-minute rest between trials but will be allowed to continue with further trials as long as improvement is observed. The best result in each test will be used for later analysis. Hand-grip strength will be measured in the left and right hands (Baseline Life Hand Dynamometer) while the participant will be standing and with the arm extended and pointing down. Each hand will be measured 3 times, with alternating sides, starting with the right hand and approximately 30-second breaks between measurements. The best result for each hand will be used for later analysis.

**Muscular Endurance**

Muscular endurance will be tested using the 1-minute sit-to-stand (STS) test [52]. The participants will perform 1 test trial at least 20 minutes before the final test. The number of repetitions of standing up and sitting down from a chair within 1 minute in the final test will be recorded. In addition, the Borg rating [50] of perceived exertion will be assessed at the end of the test. The test will be performed on a height-adjustable chair to ensure a 90° knee angle. The 1-minute STS test showed high reliability and good criterion-related validity with other exercise capacity tests such as the 6-minute walk test or stair climbing [53-56].

**Countermovement Jump**

All jumps will be performed on a portable force plate (FP4; HUR-Laboratories OY). Hands will be placed on the hips throughout the test, and the angular displacement of the knees will be standardized so that the participants are instructed to squat down until the knees are bent at approximately 90° and then immediately jump vertically as high as possible, landing back on the force plate on both feet at the same time. The jump height and power will be measured [57]. The best result of at least three attempts will be recorded; however, the participants will be allowed to continue to jump as long as improvements are made. There will be 1 minute of rest between the trials.

**Blood Volume and Hemoglobin Mass**

A known carbon monoxide (CO) dose of approximately 1.2 mL/kg body mass will be administered and rebreathed for 2 minutes. Capillary fingertip blood samples will be collected before the start of the test and 7 minutes after the administration of the CO dose. Both blood samples will be measured a minimum of 5 times to determine the percentage of carboxyhemoglobin using an OSM3 Hemoximeter (Radiometer). Hemoglobin mass will be calculated from the mean change in percentage of carboxyhemoglobin before and after rebreathing CO [58]. Blood volume, plasma volume, and red cell volume will be calculated from hemoglobin mass using venous hemoglobin and venous hematocrit according to Burge and Skinner [59] and Heinicke et al [60].

**Lung Function**

Lung function will be measured using the maximal expiratory flow volume loops. Forced expiratory volume in 1 second, forced vital capacity (FVC), maximal expiratory flow at 50% of FVC (MEF50), peak expiratory flow, and the ratio of forced expiratory volume in 1 second to FVC will be recorded. Lung volumes (total lung capacity and residual volume) and airway resistance will be measured using standardized whole-body plethysmography. Diffusion capacity will be measured using the single-breath method, and the result will be adjusted for serum hemoglobin levels. All measurements are according to the American Thoracic Society/European Respiratory Societies guidelines. The Global Lung Function Initiative reference equations will be used, and the outcomes will be expressed as absolute values, percent predicted, and z scores and the lower limit of normal.

**Cardiac Examination**

A full functional echocardiography protocol, including 2D, color, pulsed, continuous, and tissue Doppler registrations, will be performed using a GE Vivid E95 ultrasound machine (GE Healthcare) with 4- and 5 MHz 2D probes (4Vc-D or M55c).
3D volumes will be acquired as multi-beat fusions with breath hold. The frame rate for 2D images will be kept between 50 and 90 frames per second for 2D strain measurements. Automatic image optimization will be used as the default setting, supplied by manual optimization, as required. Parasternal, apical, selective right ventricular apical, and subcostal views will be applied. For clinical use, left ventricular ejection fraction, as calculated by the Simpson biplane method, fractional shortening by m-mode (MediMatic Compacs software), and peak systolic left ventricular global longitudinal strain (GE EchoPac software), will be reported in addition to any other positive findings of clinical significance. Additional research-based measurements will be performed as the mean value of 3 consecutive cardiac cycles. Left ventricular 4D volumes will be measured using a semiautomatic method (EchoPac Auto-LVQ).

**Neurological Evaluation**

Detailed patient history and clinical neurological examination will be performed. The symptoms and findings relevant for polyneuropathy and neuropathic pain will be scored according to the Toronto Neuropathy Symptom Score, Douleur Neuropathique 4, and Neupsig criteria for neuropathic pain [61-63]. Standard nerve conduction studies on three motor nerves (ulnar, peroneal, and tibial), four sensory nerves (ulnar, radial, superficial peroneal, and sural), and one mixed motor or sensory nerve (tibial plantar nerve) will be performed. Assessment of small fiber function will be conducted by quantitative thermal testing (cold perception threshold and warmth perception threshold) on the hands and feet. All measurements will be performed on the right extremities. The temperature will be maintained at >30 °C in feet and >32 °C in hand. Polyneuropathy will be diagnosed and classified according to the criteria suggested by Tesfaye et al [64] as possible, probable, or confirmed polyneuropathy (clinical grading) and according to the Tesfaye neurophysiological criteria (stadium 0, 1a, 1b, 2a, and 2b), which includes subclinical polyneuropathy.

**Anthropometry and Maturity**

Body weight will be measured using a digital scale (SECA 876 GmbH and Co), with participants wearing light clothing and no shoes. Height will be measured using a stadiometer (SECA 217 GmbH and Co). Body composition will be assessed by dual-energy x-ray absorptiometry (Lunar iDXA GE Healthcare using the enCORE software Version 14.10.022). Participants will be scanned from head to toe in a supine position, providing values for total lean tissue (kg), fat mass (kg), bone mineral content, and bone mineral density. In WP 2, the puberty stage of survivors of childhood cancer will be assessed clinically by a medical physician at the first visit in Norway. In addition, all participants (survivor of childhood cancer and controls) will self-assess their puberty stage using a modified Tanner method [65].

**Muscle Thickness**

Muscle thickness and pennation angle of the musculus vastus lateralis and thickness of the musculus biceps brachii will be measured by B-mode ultrasound using a linear-array transducer (50 mm, 5-12 MHz, HD11XE, Philips Ultrasound, revision 2.0.3). The sites for the measurements will be on one-third of the humerus length measured from the lateral epicondyde for the musculus biceps brachii and on 40% of the femur length measured from the lateral epicondyse for the musculus vastus lateralis.

**PA Measures**

Whenever the time between participation in WP 1 and recruitment in WP 2 exceeds 3 months, PA will be remeasured by accelerometers as described above (WP 1).

**Data Management**

Study data will be collected and managed using REDCap (Research Electronic Data Capture) electronic data capture tools hosted at the Norwegian School of Sport Sciences [66,67]. REDCap is a secure, web-based software platform designed to support data capture for research studies. Data from all sites will be entered by the study sites independently in REDCap.

**Power Calculation and Statistical Analyses WP 2**

Sample size calculations and power assessment were based on VO_2peak. On the basis of results from international studies, we expect to find a difference of 10% between survivors of childhood cancer and controls [22]. To detect a difference of 10% in VO_2peak between survivors and healthy controls, with a statistical strength of 80%, the study needs to include 23 survivors of childhood cancer. The same number of patients are needed to get the same statistical power for the strength tests assuming a difference of 10%. Owing to heterogeneity between diagnostic groups and the need for subgroup analysis (diagnosis, age, and gender), we plan to include 150 survivors as we expect the group size to be as small as 30 participants.

We will use descriptive statistics to present the current PF, physiological determinants of PF, and PA of survivors of childhood cancer compared with controls. We will use multilevel (mixed) linear models to compare PF and PA between survivors of childhood cancer and controls and include an interaction term (for instance, age group, gender, and diagnosis) to identify differences in physiological determinants between survivors of childhood cancer and controls. All analyses will be adjusted for the study site by including sites as random intercepts in the mixed models. Where available and depending on the research question, the fitness outcomes will be transformed into z scores according to the norm data. Depending on the outcome, we will perform univariable and multivariable mixed logistic, linear, or ordinal regression models to identify clinical and physiological factors associated with PF in survivors.

**WP 3**

The outcomes of WP 3 include facilitators of and barriers to PA. Norway (Oslo and Bergen) and Denmark (Copenhagen) will participate in WP 3.

**Theoretical Framework and Procedures**

The World Health Organization’s International Classification of Functioning, Disability, and Health for Children and Youth (ICF-CY) illustrates the interrelationships between body functions and structural impairments (eg, late effects), activity limitations, and restricted ability to participate within an
individual’s context of environmental and personal factors to predict outcomes (eg, functioning and health) [68]. Therefore, the ICF-CY is a suitable biopsychosocial framework to systematically identify potential barriers to and facilitators of PA among young survivors of childhood cancer. Inspired by the ICF-CY model, we will explore facilitators of and barriers to PA through in-depth interviews with young survivors of childhood cancer and their parents. A semistructured interview guide will be developed based on current knowledge of barriers to and facilitators of PA and inspired by the ICF-CY framework (Multimedia Appendix 1) to be used at all 3 sites. The interviews will follow the guide and last approximately 15 to 60 minutes. All interviews will be audio recorded and transcribed ad verbatim.

Data Analysis WP 3

NVivo software will be used for data management and analysis [69]. Analysis will be conducted in parallel with data collection to ensure that any new issues of interest arising are explored in subsequent interviews. Interviews from survivors and parents will be analyzed separately. All data will be analyzed according to the principles of thematic analysis [70,71]. After familiarization with the initial interviews, at least two researchers will analyze the data line by line, creating codes reflecting the contents of each utterance to ensure objectivity [72,73]. Any disagreements regarding the codes will be discussed with the project group and settled. For analytical rigor, codes will be used and discussed by all members of the research team to develop a codebook that will be used in all interviews for all sites. We will follow the COREQ (Consolidated Criteria for Reporting Qualitative Studies) guidelines for conducting and reporting qualitative research [74].

WP 4

Overview

WP 4 aims to develop and feasibility test a sustainable and safe PA intervention for survivors of childhood cancer based on the results obtained in WPs 1 to 3. Norway, Finland, and Germany will participate in WP 4. The study will comprise two study visits (baseline and after 6 months), including self-reported questionnaires, interviews, measurement of PA, and PF tests (Table 1; Table S1 in Multimedia Appendix 1). In between, the survivors will participate in a personalized PA intervention, followed by central and local coaches.

In specific, we aim to do the following:

1. Describe the adherence to and acceptability, satisfaction, and safety of the personalized PA intervention
2. Test the involvement of local structures (parents, school teachers, peers, community and school nurses, and sports clubs) to improve the PA of survivors
3. Assess the effect of the intervention on PA, attitude toward PA, QoL, fatigue, and PF
4. Explore the experiences of survivors of childhood cancer and their parents of participating in the PA intervention
5. Explore the central coaches’ experiences providing the intervention and collaborating with local structures

Intervention

The exercise intervention will last 6 months and starts with a personal motivational interview (MI) session at the baseline study visit. For each survivor, a central study coach is appointed who performs the MI and, together with the participant, defines a personal target of duration and intensity of PAs per week. The MI technique is a communication method that involves enhancing a patient’s internal motivation to change [75]. During this session, local structures (local coaches) will be identified that can help and support the survivor to reach their PA goals and maintain a more active lifestyle after the intervention. On the basis of this assessment, individualized PAs are defined and implemented into a survivor’s daily life. Each survivor will get a written personalized plan at the end of the session and a Polar watch (Polar Global) to track their behavior and provide immediate feedback on their achievements.

The central study coach will follow up with the survivor and local coaches with a phone call based on a predefined schedule of decreasing frequency over time (Table S1 in Multimedia Appendix 1). During the follow-up phone calls, the coach uses MI-inspired techniques and a standardized guideline to discuss adherence, motivation, progress, and possible problems. The training program can be adapted, and solutions for solving problems will be searched. The central coach will also follow the PA behavior in real time based on the Polar watch and set up an additional follow-up contact if the survivor struggles to reach his or her activity goals. The central coaches will be trained in the use of MI techniques to be used in the initial and follow-up conversations with survivors.

Assessments

Table S1 in Multimedia Appendix 1 gives an overview of all assessments in WP 4.

Feasibility Parameters

Recruitment

The number of contacted and recruited survivors with reasons for nonrecruitment will be recorded by the study nurses at each site.

PA Parameters

PA will be measured by an accelerometer as described for WP 1 at baseline and after 6 months. In addition, the PA will be tracked continuously with the Polar watch (Polar Global). At each follow-up discussion with the central coaches, the survivors will be asked about their participation in the agreed PA program and, if applicable, reasons for nonparticipation.

Compliance (Adherence and Retention)

Compliance with the PA intervention will be assessed based on the PA measurements described above. In addition, we will record the number of contacts of each survivor with the central and local coaches and the number of missing information at each study time point. Dropouts and reasons for dropout will be assessed by the study nurses.

Safety

Safety and adverse events will be assessed by the central coaches during follow-up calls.
Subjective Rating of the Intervention and Its Motivational Features

At the end of the intervention, the survivors will give their subjective rating of satisfaction with participation in and intended sustainability of the PA intervention. The questions will be developed specifically for this study.

Attitude Toward PA (Barriers, Perceived Physical Competence, Perceived Enjoyment, and Motivation)

Attitudes toward PA will be assessed at baseline and at 2 and 6 months. The same questions as in WP 1 will be used to assess barriers to PA. Perceived physical competence (3 items) and perceived enjoyment (5 items) will be measured by items from the Children’s Attraction to PA scale [76-78]. Motivation toward PA will be measured using the Behavioral Regulation in Exercise Questionnaire 2 [79].

QoL and Fatigue

At baseline and 6 months, survivors will fill in the same questionnaires as in WP 1 to assess QoL and fatigue (only self-reported version and no parent module).

PF Assessment

PF will be assessed during the study visits at baseline and after 6 months. All sites will perform a CPET and 1-minute STS test according to the same protocol as described for WP 2. In addition, Oslo and Bergen will perform the same isometric strength tests (knee extension and chest press) as in WP 2. Turku will perform the same knee extension test as WP2 but on its own device as well as a dynamic upper extremity lifting test (standing with 5 kg dumbbells for women and 10 kg for men; number of repetitions are reported). Essen will perform the same isometric knee extension and chest press as in WP2 but on their own devices.

Qualitative Interviews With Survivors, Parents, and Central Coaches

Feasibility, acceptability, sustainability, and satisfaction with the PA intervention will also be assessed by qualitative in-depth interviews in a subsample of survivors and their parents from the Oslo site at the 6-month visit (8-15 survivors and their parents until information saturation is reached). Furthermore, the central coaches will participate in a focus group interview to explore their views on feasibility, acceptability, and satisfaction. The interview guides are provided in Multimedia Appendix 2.

Data Management

All self-reported questionnaires will be answered electronically either on the study tablet PCs during the study visits (baseline and 6 months) or from home via a personal link (2 months). The questionnaires will be linked to the TSD secure data server at the University of Oslo, where the data will be stored. Device-measured data (Actigraph and Polar watch [Polar Global]) will be downloaded and added to the folder on the TSD. Information assessed by the study nurses, central coaches, and assessors of the physical testing will be collected in Microsoft Excel files and stored on TSD. All information will then be merged into a master data file using the statistical software STATA (version 17 or newer; StataCorp LLC).

Data Analyses WP 4

Quantitative Data

As this is a feasibility study, we will mainly use descriptive statistics to present the study results. We will use numbers and proportions to describe categorical variables and means, SDs (or median and IQR if the data are skewed), and ranges to describe continuous variables. P values will be calculated based on appropriate univariable and multivariable models depending on the outcome and adjusted for the study site by introducing a random intercept (mixed model). P values are interpreted as flagging trends and not as hypothesis tests.

Qualitative Data

Qualitative content analyses of interview transcripts will be performed [70].

Ethics Approval

The PACCS study has been approved by the Norwegian Regional Committee for Medical Research Ethics (WP 1,3,4: 2016/953 and WP 2:2018/739), the Data Protection Officer at Oslo University Hospital, and by the equivalent institutions in Finland, Denmark (file. H-19032270), Germany, and Switzerland (Ethics Committee of Northwestern and Central Switzerland; project ID: 2019-00410). Approvals from the regional ethical committees for medical and health research at all sites and the project owner institution are the assumptions for the implementation of the project. As most of the participants will be too young to provide valid informed consent, they will receive written and verbal information about the studies adapted to their developmental stage. Parents or legal guardians will provide written consent on their behalf. School nurses, physical education teachers, and other relevant parties participating in WP 3 will provide informed consent in writing. This protocol is written according to the SPIRIT (Standard Protocol Items: Recommendations for Interventions Trials) guidelines [80].

Results

Research activity for this study commenced in November 2016 with the piloting of questionnaires and recruitment to WP 1 at the Oslo, Norway site. The project received funding from the Research Council of Norway for the period from June 2018 to June 2022. International collaboration was established after June 2018. Data collection at all sites was initiated by October 2020 for WP 1 and concluded on January 2021, with 517 survivors of childhood cancer included. Data cleaning and analysis are currently underway. A total of 6 articles are under preparation for publication. Data collection for WP 2 was initiated in January 2019 and concluded in December 2020, with 157 survivors of childhood cancer and 113 controls included. Data cleaning and analysis are currently being conducted. A total of 6 articles are planned based on the WP 2 data set. Data collection for WP 3 was initiated in January 2018. Patient and parent interviews were concluded in July 2020, with 63 survivors of childhood cancer and 68 parents. Interviews with local stakeholders were initiated in January 2020 and concluded in October 2020, with a total of 18 participants interviewed (teachers, special needs teachers, and school nurses). Data from the patient and parent interviews have been analyzed.
and are currently being written for publication. A total of 2 articles have been published as of January 2022 [81,82], and 2 more are under preparation for publication. Data from interviews with local stakeholders are currently being analyzed, and 1 article is planned. WP 4 recruitment was initiated in May 2021 and is still ongoing as of January 2022. The study is planned to be completed by July 2022. As of January 2022, 23 survivors of childhood cancer have been included, of which 11 have completed the intervention. Detailed plans for data analyses for WPs 1 to 4 are described in the "Assessments, Power Calculations, and Statistical Analyses" section.

**Discussion**

**Principal Findings**

Survivors of childhood cancer represent a constantly growing population in society with high morbidity [4], premature mortality [83], and increased uptake of social benefits [84]. Owing to their disease and treatment exposure, they are at risk of chronic medical conditions such as cardiovascular and pulmonary diseases, secondary cancers, metabolic syndrome and obesity, osteoporosis, fatigue, neurocognitive complaints, and psychological distress, all of which can negatively affect PF and function and, thereby, the survivors’ ability to participate in everyday and social activities [3,4,8]. Options for preventing late effects are currently limited; however, a few small-scale intervention studies indicate promising effects of PA on promoting physical functioning, health, and QoL [10-13]. However, important knowledge gaps and methodological shortcomings remain, including heterogeneity of the samples, lack of controls, quality of assessment methods, and outcome measures used, limiting the generalizability of the results [17]. This applies to survivors of childhood cancer in general, especially for young survivors of childhood cancer aged <18 years.

The PACCS study will generate high-quality, generalizable, objective, and robust data on PA and PF in young survivors of childhood cancer compared with controls, as well as on physiological, psychological, and social factors associated with PA and PF in young survivors of childhood cancer. These data are crucial to establish the extent of the need for PA interventions for young survivors of childhood cancer and for the development and testing of evidence-based, safe, and efficacious PA interventions. Moreover, the data generating WPs and the intervention development will follow a behavioral science approach, supported by the theoretical framework of the ICF-CY, to strengthen their methodological rigor [85].

The resulting intervention will make use of and test behavioral change strategies (MI) for feasibility as a means of tailoring PAs and goals to the individual survivors, with adherence monitored using activity-tracking watches. This will contribute to overcoming barriers to PA and low adherence rates, thereby potentially increasing the sustainability of such interventions. Crucially, sustainability of the intervention is boosted by anchoring it locally in the survivor’s home environment, in collaboration with key school, health, and sports activity personnel to maintain focus on PA beyond the intervention period.

PA is currently not a part of routine follow-up care in many countries, and non–evidence-based PA programs are only sporadically offered to survivors of childhood cancer. Thus, the international, multidisciplinary nature of the PACCS consortium, representing 6 European pediatric oncology institutions, will aid the harmonization of PA programs and counseling. Therefore, the project results may improve the current clinical practice.

Promoting regular moderate to vigorous levels of PA in survivors of childhood cancer is likely to reduce cardiovascular morbidity [86] and mortality [14,87-89], osteoporosis, and fatigue and increase psychological well-being. Moreover, as PA is an important determinant of PF, both PA and PF are essential for gaining developmental skills in children and adolescents. Ensuring sufficient levels of PA in young survivors of childhood cancer is likely to have long-reaching benefits for their functioning and, therefore, the opportunity to be active and participating members of society, including maintaining friendships and participating in sports and recreational activities. As such, systematic PA rehabilitation programs have the potential to reduce the burden of survival on individual survivors, as well as reduce health care and social costs for the survivors of childhood cancer.

**Conclusions**

Adolescence provides a golden period of life for the establishment of healthy behaviors and is, therefore, the prime target for intervention [27,42,90]. Our intention is to design a rehabilitation program that uses already existing local expertise and infrastructure. Moreover, if successful, the results of the observational study and feasibility intervention may be extrapolated to other groups of adolescents with chronic health problems; for example, adolescents with congenital heart defects or chronic pulmonary diseases. Thus, the project may benefit larger patient groups.
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Abstract

Background: Smartphone ownership has increased among teens within the last decade, with up to 89% of adolescents owning a smartphone and engaging daily with the online world through it. Although the results of recent meta-analyses suggest that engaging digital technology plays only a small role in adolescent well-being, parents, professionals, and policymakers remain concerned about the impact that the instant connectivity of smartphones has on adolescent well-being.

Objective: Herein, we introduce the protocol of a research study investigating the associations between adolescent smartphone use and different facets of well-being (social, physical, and psychological), with the aim to apply innovative methods to address the limitations of existing empirical studies.

Methods: This 12-month prospective study of adolescents uses a repeated measurement-burst design with the ecological momentary assessment methodology. Adolescents (N=203; age range 13-17 years) complete baseline assessments through online questionnaires, four 14-day intensive data collection bursts, and an online questionnaire at the end of the study. As part of the 4 measurement bursts, adolescent smartphone behavior is assessed objectively by passive data collection of smartphone data logs and through self-reports in short questionnaires administered via a custom-built Android app.

Results: The protocol describes the study objectives, research tools (including the development of the Android app and specialized software), and process (including pilot studies, the main study, and targets for machine learning approaches). Two of the 203 enrolled participants provided no data during the first data collection burst of the main study. Preliminary analyses of the data from the first data collection burst indicated an acceptable level of compliance (72.25%) with the daily questionnaires. The design of the study will allow for the assessment of both within- and between-person variabilities in smartphone behavior, as well as short-term variation and long-term change in smartphone behavior and how it impacts the indicators of social, physical, and psychological well-being.

Conclusions: The innovative methods applied in this study (objective smartphone logs, ecological momentary assessment, and machine learning) will allow for a more nuanced assessment of the links between smartphone use and well-being, informing strategies to help adolescents navigate the online world more constructively in terms of the development of their physical, social, and psychological well-being.

International Registered Report Identifier (IRRID): DERR1-10.2196/35984

(JMIR Res Protoc 2022;11(3):e35984) doi:10.2196/35984
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Introduction

Background
Both socialization and leisure-time experiences of adolescents have largely shifted to the digital domain in the past decade. Smartphone ownership has increased among teens over the past 6 years, going from 41% in 2012 up to 89% today among 13- to 17-year-olds [1].

Over 80% of children aged 9 to 16 years report accessing the internet from their phones at least once daily, and only a minority report accessing the internet less often than daily or almost daily, ranging between 11% among Lithuanian children and 35% in France (average 20%) [2]. These European data are in line with data from the United States where close to 90% of adolescents now own smartphones and over 90% access the internet from it at least occasionally [3], suggesting that adolescents’ digital experiences occur mostly on their smartphones.

Smartphones, compared to other electronic media devices, enable instant connectivity to friends as well as the “online” world. Consequently, concerns have been raised about the impact this constant connectivity that smartphones afford could have on children’s mental health and well-being. These concerns have been stirred largely by findings from cross-sectional studies pointing to the links between time spent online (or intensity of mobile use) and various indicators of well-being. For example, studies have found links between being a heavy (versus light) user of digital technologies and lower well-being as well as having suicide risk factors such as depression [4-6]. However, the evidence from a study applying specification curve analysis across 3 large-scale data sets (total n=355,358) concluded that the association between digital technology use and adolescent well-being is negative but small, explaining at the most 0.4% of the variation in well-being [7]. On the other hand, a systematic review of 43 original research papers on adolescents concluded that information and communication technology usage can have benefits, such as in the form of higher self-esteem and higher perceived social support, although harmful effects were also reported, such as increased exposure to social isolation and depression [8]. The authors concluded that the majority of studies reported either mixed or no effects of technologies on adolescent well-being.

Still, a mostly negative discourse is prominent in the domain of physical well-being, where negative associations with technology have been demonstrated for sleep, physical activity, or overweight/obesity in children and adolescents. Namely, concerns over excessive screen time have been linked with low physical activity, poor sleep [9-12], and a higher risk of overweight/obesity rates [13]. This combined with the facts that levels of physical activity are already low among children and the proportion of overweight/obese children has been increasing in most Western populations has led to calls for public health guidelines and limits on children’s screen time, although the evidence to support them remains limited [14].

Regarding impacts on psychological or social well-being, both negative and positive associations with smartphone use have been identified. On the one hand, social network sites, which are now more accessible through smartphones, provide more opportunities for being in contact with other people, self-disclosure, and building intimate relationships, all of which are crucial for well-being [15]. On the other hand, using social network sites could be connected with negative outcomes when using these sites does not fulfill social needs such as the need for belonging or need for acceptance [16]. For example, a meta-analysis of 61 studies found a significant but weak relationship between time spent on social networking sites and depression and loneliness [17]. For lonely and socially anxious people, the use of social media is an easier way to be in touch with others [18]. However, they tend to use them excessively and more passively, which can paradoxically lead to declined well-being [19,20]. As such, it is clearly an issue in need of further exploration in order to properly educate young and vulnerable groups of people for promulgating beneficial patterns for social media use.

It is clear that the effects of mobile technologies are not uniform, with benefits conferred among some adolescents (eg, skill building among shy adolescents) and risks exacerbated among others (eg, worsening existing mental health problems). An increasing number of researchers are calling for studies that would be designed to capture the online experience more holistically and create a more nuanced picture of adolescent online experiences and their impacts [8,21]. Among the key limitations to existing studies are the relatively short duration of the studies and their reliance on self-reporting of smartphone behavior, despite related studies showing that people are poor judges of their online or smartphone use [22,23]. Longitudinal, experimental, and quasieperimental studies that go beyond a reliance on self-reported information are required to understand how, for whom, and under what conditions adolescents’ interactions with mobile technologies influence their crucially developing social relationships, brains, and bodies. State-of-the-art approaches to managing online behaviors in children and adolescents will thus increasingly rely on methodologies incorporating objective data collection and artificial intelligence tools for the automatic detection of online risks and subsequent real-time interventions toward their mitigation.

While there are a number of opportunities associated with the deployment of technology-based data collection and innovative methodologies (eg, ecological momentary assessment [EMA]), there are also considerable risks associated with such research protocols. Among the advantages are the ability to separate between- and within-person variability, and closely examine the unfolding of temporal relationships between variables, making this approach good for theory testing. Other advantages are the ability to collect data from smartphones unobtrusively (eg, through mobile apps collecting data passively in the background), supplementing such data with sensor-based or self-reporting–based data without any recall bias allowing for
a detailed granularity of data. However, such an approach is intrusive in terms of privacy for not only participants but also any third party that communicates with them, which means that special steps to ensure anonymity must be applied [24,25].

Herein, we introduce the protocol of the “Adolescents and Smartphone Use Study” that aims to investigate the associations between adolescent smartphone use and different facets of well-being (social, physical, and psychological) and, in doing so, implement innovations related to data-collection protocols so as to address some of the aforementioned empirical concerns. The study is part of the larger research project “Modelling the future: Understanding the impact of technology on adolescent’s well-being” (FUTURE [26]) that aims to develop a complex evidence-based theory depicting the impacts of technology usage on the physical, psychological, and social well-being of adolescents aged 11 to 18 years. This protocol describes the key elements of the research contained in one work package utilizing intense longitudinal data collection methods and innovative research tools with artificial intelligence.

The FUTURE-WP4 Project

The overall aim of this project is to better assess the short-term and long-term impacts of smartphone use on well-being using innovative data collection approaches and the automatic recognition of adolescents’ online activities in real-time. Specifically, we planned to conduct a 12-month study of adolescent smartphone behavior that would utilize a repeated measurement-burst design [27] with 4 intensive 14-day data collection periods (ie, bursts) during which a specialized software (a custom-built mobile app) would capture numerous smartphone metrics and screenshots, and would distribute short questionnaires several times per day to assess aspects of subjective well-being and self-reported smartphone behavior. The project unfolded in several stages as presented below.

Stage 1: Evaluating the Ethical Aspects of the Study (2019)

During the first year of the study, we carefully evaluated the ethical and legal implications of the proposed work. An interdisciplinary team of experts was created to evaluate every aspect of the planned activities and create a risk/benefit analysis. Since the planned data collection was to include detailed records of adolescents’ online activities captured by a custom-made mobile app, we anticipated encountering numerous challenges associated with the ethics of such data collection, legal obstacles, and subsequent procedures for secure and careful data management. Therefore, the first phase of the project included a detailed examination of the possibilities for data collection and management, with the goal of creating a detailed study protocol that would comply with all ethical and legal standards. Team members who were experts in informatics, ethics, the social sciences, developmental psychology, and law met weekly for a year to discuss technology law and then the newly enacted General Data Protection Regulation policies, and to scrutinize the planned procedures, identify all problematic aspects, and help propose needed adjustments. During this phase, we also consulted with the Research Ethics Committee of Masaryk University. The output of these discussions was a final refined protocol for the subsequent processing of data collection and management deemed acceptable from ethical and legal perspectives (including the recommendation for developing a data anonymization tool, as described below). As a result of this process, the project received ethical approval from the university ethics board.

Stage 2: Software Development (2019-2020)

A fundamental aspect of the project was the development of a customized smartphone app for data collection. Designed to run in the background of the participants’ devices, the app passively captures key smartphone logs and screenshots during the active collection period. It also allows for the delivery of self-report questionnaires in a flexible manner (ie, based on different schemas, eg, timed, context-based, and self-initiated triggers). The collection parameters, such as start dates and participant groups, are organized with a companion web application for researchers. The software is backed by a dedicated server and a relational database. Additionally, as per the recommendation from the legal analysis process, we developed customized anonymization software.

Optical Character Recognition and the Anonymization Software

Optical character recognition (OCR) will be used to collect unstructured text from user screenshots, especially from instant messaging apps and web browsers. This way, we circumvent the inaccessibility of the data through the Android application programming interface (API) and potential ethical and legal issues by accessing the private space of the individual app’s storage. Additionally, it solves the extremely complicated task of anonymizing the screenshot images because only the extracted text will be saved, with the images themselves discarded.

Since such an automated data collection would also capture data from private (or at least nonpublic) conversations or profiles of people who had not provided consent with the study, it was necessary to develop a solution for automatic anonymization of the data during the data collection. Thus, we created software that would automatically anonymize the data during the collection and store only filtered anonymized data (ie, suppressing or masking the names, nicknames, addresses, and any other identifying information) [28].

Smartphone App for Data Collection and Questionnaires

We subsequently created an Android app (Interdisciplinary Research Team on Internet and Society [IRTIS] app) that became the primary building block for acquiring objective data from the participants. It collects various logs, such as screen activation, foreground apps, battery state, and connected Wi-Fi (for a complete list see Multimedia Appendix 1). The app also enables the delivery of questionnaires to get feedback from the participant or collect self-reported data on behavior and well-being. The app also allows the respondents to stop or pause the data collection at any time they wish. We enhanced it in the final stage of development by implementing a game-based reward system to improve the questionnaire compliance of the participants. Participants are familiarized with all features of the app (including the capturing of smartphone logs and screenshots) prior to the start of data collection.
We first released the app in November 2019. This release was focused on testing the overall function of the app on selected devices of volunteer testers. After the initial “in-house” testing phase, we tested the app more broadly through 3 pilot studies in the first half of 2020. The main focus of the pilot studies was to find and fix possible problems (especially related to screen data collection and the background running of apps) on various devices. We also introduced new features, such as messaging with our participants, new logs and their optimization to save battery life, dissemination of multiple data collection periods (referred to as “bursts”), and advanced management of questionnaires.

For the final pilot study at the end of 2020, we introduced the game-based reward system for enhancing questionnaire compliance and automated communication via messages with noncomplying participants. Participants could collect coins for completed questionnaires, which were then linked with lottery drawings for a number of prizes (eg, online vouchers). In this pilot, we also, for the first time, included questions intended for the main study, in order to test the general comprehension, reliability, and validity of the scales. The summary overview of the pilot tests and the details of the pilot testing process are described in Multimedia Appendix 2.

Stage 3: Machine Learning

One of the study goals is the development of predictive machine learning models for the automated detection, classification, and explanation of communicative behavior in the data collected from adolescents’ smartphones. Specifically, we focus on 2 types of communicative behaviors that can be associated with adolescents’ well-being (supportive online interactions and discussing risky behaviors online). We plan to use 2 supervised learning approaches. The first one uses structured data from the collected logs, and the other uses unstructured text from instant messenger (IM) conversations [29]. This work is in progress. We will use the data set with collected logs for the former, which is labeled by the time-matched answers in the self-reported questionnaires. The latter (IM conversations) requires schema development and manual annotation. The machine learning aspects of the project and both processes will be described in a separate manuscript.

Methods

Ethics Approval

This study was approved by the Research Ethics Committee of Masaryk University (EKV-2018-068).

Design

The main study includes a 12-month prospective study of adolescents using EMA and a repeated measurement burst design. In EMA, participants are usually prompted several times a day to answer questions, and they may be asked to self-initiate a report when an event occurs, so as to capture phenomena as they unfold in natural environments in real life. This approach reduces the risk of retrospective recall bias associated with self-reporting or recollection of behavior [30]. EMA performed on smartphones has a number of advantages, including the automated recording of the timestamp of answers in real-time, the possibility of tracking of compliance and response patterns, and the possibility of combining survey responses with other data such as metrics from the smartphone device, from other online sources, or from a connected third device (eg, a sensor). This methodology also appears highly suitable for the study of adolescent online/smartphone behavior as it allows for a minimally obtrusive repeated assessment of authentic smartphone usage in the context of daily experiences, moods, and behaviors [31-33].

The study started in May 2021. At the beginning and end of the 12-month study, participants complete online surveys assessing key susceptibility variables and long-term well-being. Across the 12 months, participants complete 4 bursts of 2-week (10 weekdays and 4 weekend days) intensive data collection of smartphone behavior assessed passively through the custom-built Android mobile app (IRTIS app) installed on participants’ own smartphones, which should enhance the ecological validity of the collected data (as compared to relying on phones provided by a researcher). The app also administers short surveys 4 times per day, which assess real-time smartphone behavior and short-term changes (moment to moment, daily) in well-being. The surveys are administered in 4 predetermined time windows (6 AM-10 AM, 10 AM-3 PM, 3 PM-8 PM, and 8 PM-12 AM) on a semirandom schedule, with the exception of the morning survey. The morning survey had a default trigger time preset at 7 AM (to ensure it occurs before school), but the participants were encouraged to personalize this time with the possibility to select a different time between 6 AM and 10 AM that best fits their schedule (a different time could be set for each day of the week). All other surveys were triggered once at random within the respective time windows but always at least 1 hour apart. Upon notification, participants had 45 minutes to complete the morning and evening surveys and 90 minutes to complete the 2 daily surveys. The longer completion time for the daily surveys was chosen to ensure participants had a chance to complete the survey at the class break during school hours (a typical class period in the Czech Republic lasts 45 minutes, with 10- to 20-minute breaks in between) and to accommodate after-school activities. The surveys assess affective states, self-reported screen time, acute stressors, sexual content exposure, online vigilance, sporting and walking behaviors, and perceived social support (a list of items, item sources, and the EMA protocol can be found in Multimedia Appendix 3). The morning survey in addition has questions about sleep during the previous night. The evening survey also has retrospective questions about the day as a whole.

Additionally, participants are asked to complete a self-initiated report when something happened on the internet that left them bothered or upset (ie, uncomfortable discussions, news, pictures, or videos that left them feeling frightened or with an uneasiness afterward) through a self-initiated open-ended questionnaire. After each burst (on the 15th day), a summary postburst survey was administered. The postburst survey triggers at 7 AM, and participants have 12 hours to complete this survey.

The morning questionnaire and both daily questionnaires were designed to take under 2 to 3 minutes to complete, and the evening questionnaire was designed to take 4 to 5 minutes to complete. The actual duration of survey completion during the
first burst was as follows: morning, median 77 seconds; daily I, median 24 seconds; daily II, median 23 seconds; evening, median 110 seconds; postburst, median 291 seconds.

**Participant Recruitment**

The study sample was recruited from the Czech Republic with the help of a professional social science research and marketing company selected after a market review from multiple solicited bids. The specification was to find 300 adolescents aged 13 to 17 years, who have a smartphone with Android (at least version 5 “Lollipop”), and the sample was supposed to have an equal distribution across age and gender. Due to the lack of data from other comparable studies, the sample size was selected based on the pragmatic recommendation to recruit as many participants as we had resources for [34], while taking into account the rate of missing or problematic data from our pilot studies.

An independent social research and marketing company was commissioned to assist with study compliance maintenance. The research team managed most day-to-day responsibilities with real-time compliance monitoring during active data collection bursts. The company enforced compliance between bursts and handled problematic participants. The decision to involve a professional company in this way was partially motivated by the difficulty in offering incentives to participants from a university budget within the Czech legal framework.

**Materials and Procedures**

Upon recruitment, participants were asked to complete an online baseline questionnaire (administered via the Qualtrics platform). Subsequently, they were given instructions to install the study mobile app from the Google Play store. Participants were provided with a written manual with step-by-step instructions on downloading and operating the app and the study procedures. Short instructional videos were also created to facilitate the learning process. This strategy was chosen based on participant feedback from prior pilot studies. Personal demonstration or training was not feasible due to the ongoing COVID-19 pandemic. Each participant received their unique credentials to sign in to the app. The app automatically navigates the participant through permissions to collect different types of data upon the first sign-in. Researchers set up the survey assignment schedule for each of the 4 data collection bursts across the 12-month study in the researcher web application interface. The questionnaire schedule and 14-day bursts across the 12-month period are depicted in Figure 1.

**Participant Incentives**

The participants receive no monetary compensation; however, they may win prizes in multiple lotteries, and the number of entries is determined by their questionnaire completion rate during the measurement burst. For each completed (at least 70% completed) questionnaire on a given day, the participant receives a bronze coin. When they complete 3 questionnaires (out of 4, or 75%), they receive a silver coin, and if they complete all 4 questionnaires, they receive a gold coin. A bronze coin is worth 1 lottery entry, a silver coin is worth 5 lottery entries, and a gold coin is worth 10 lottery entries. In total, 4 bronze coins, 1 silver coin, and 1 gold coin may be acquired in 1 day of a measurement burst, resulting in 19 entries. There is a lottery at the end of each measurement burst and at the end of the whole study. After each burst, participants may win vouchers to an electronics store in the amount ranging from 500 CZK to 2000 CZK (22 USD to 88 USD). In the final lottery at the end of the study, participants may win 1 of 2 smartphones (worth 7000 CZK and 10,000 CZK [209 USD and 442 USD, respectively]) or a Play Station 5 (13490 CZK [597 USD]).

**Research Hypotheses and Analytical Approach**

Our main research questions center on the associations between smartphone use and its impact on different domains of well-being. We are especially interested in how different aspects of online behavior (assessed as patterns of smartphone use from the objective data logs) impact psychological, social, and physical well-being. Our design enables tracking of daily and momentary short-term fluctuations in well-being indicators as
well as long-term change (across four bursts) and how it is influenced by patterns of smartphone app use (eg, time spent in social networking apps, mobile games, communication apps, or browsers). We are also interested in the reciprocal relationship between smartphone usage and well-being indicators so as to obtain a more nuanced view of the temporal associations between the 2 (eg, through examination of cross-lagged effects). Given the hierarchical nature of the data (moments nested within days, bursts, and persons), we plan to utilize multilevel approaches including vector autoregressive models to capture associations among change over time and to disentangle the between-person and within-person associations among outcomes of interest.

Results

Sample Description
In total, 203 adolescents were enrolled in the study. The social science research and marketing company recruited participants through their network of adult and adolescent respondents. However, given the unique type of research that requires intensive participation and poses a serious privacy intrusion, the agency was not able to find a sufficient number of participants (see CONSORT [Consolidated Standards of Reporting Trials] diagram in Figure 2). The agency invited almost 12,000 children or parents with children; however, only 180 participants provided informed consent. Thus, we supplemented the sample with participants from our own recruitment efforts through paid advertisements on social media and through chain referral, which yielded an additional 63 participants. In the end, overall, 243 participants provided informed consent, but only 203 completed all requirements (ie, provided consent [both the participant and their parent], completed the baseline questionnaire, and installed the app) and entered the study. Two participants did not provide any data (daily questionnaire data and metrics data) during the first measurement burst. A descriptive overview of the final study sample can be seen in Table 1.

Figure 2. CONSORT (Consolidated Standards of Reporting Trials) diagram describing participant recruitment. FB: Facebook; IG: Instagram.
Table 1. Study sample.

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>MEDIAN agency</th>
<th>IRTIS(^a) team</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Girls (n=54), n</td>
<td>Boys (n=89), n</td>
</tr>
<tr>
<td>13</td>
<td>15</td>
<td>25</td>
</tr>
<tr>
<td>14</td>
<td>13</td>
<td>24</td>
</tr>
<tr>
<td>15</td>
<td>11</td>
<td>21</td>
</tr>
<tr>
<td>16</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>11</td>
</tr>
</tbody>
</table>

\(^a\)IRTIS: Interdisciplinary Research Team on Internet and Society.

Preliminary Compliance

Data collection for the first burst took place in 2 waves (2 weeks apart). The second wave was added to accommodate the schedules of some participants and the stragglers (n=21) who submitted their informed consent and baseline questionnaire after the deadline. Each wave installed the app on Thursday and started data collection on Friday. The overall completion rate of the timed (morning, daily I, daily II, and evening) questionnaires was 72.3% (6690 completed surveys [with at least one answered question] out of 9260 notified surveys). The completion rate was higher for school days (80.4%; 5356 completed surveys out of 6662 notified surveys) than for weekend days (68.13%; 1770 completed surveys out of 2598 notified surveys). There was some failure in delivering surveys (related to notifications). Despite planning for each burst to present 56 surveys (4 surveys \(\times\) 14 days) for an expected collection total of 11,256 surveys, only 9260 (82.3%) were successfully notified on the participants’ smartphones. The completion rate for each type of survey (as well as the corresponding “success” rate for the actually delivered surveys) is included in Table 2.

Table 2. Survey completion rates for the first burst.

<table>
<thead>
<tr>
<th>Survey</th>
<th>Number of completed surveys (at least one answered question)</th>
<th>Number of notified surveys</th>
<th>Completion rate (number of completed surveys/number of notified surveys)</th>
<th>Successful delivery rate (number of notified surveys/number of planned surveys)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morning</td>
<td>1613</td>
<td>2319</td>
<td>69.56% (1613/2319)</td>
<td>82.41% (2319/2814)</td>
</tr>
<tr>
<td>Daily I</td>
<td>1696</td>
<td>2320</td>
<td>73.10% (1696/2320)</td>
<td>82.44% (2320/2814)</td>
</tr>
<tr>
<td>Daily II</td>
<td>1802</td>
<td>2336</td>
<td>77.14% (1802/2336)</td>
<td>83.01% (2336/2814)</td>
</tr>
<tr>
<td>Evening</td>
<td>1579</td>
<td>2285</td>
<td>69.10% (1579/2285)</td>
<td>81.20% (2285/2814)</td>
</tr>
<tr>
<td>Postburst(^a)</td>
<td>149</td>
<td>165</td>
<td>90.30% (149/165)</td>
<td>82.09% (165/201)</td>
</tr>
<tr>
<td>Self-initiated</td>
<td>21</td>
<td>N/A(^b)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)Values calculated based on n=201 (ie, without 2 participants who did not provide any data).

\(^b\)N/A: not applicable.

Discussion

This paper introduces the protocol of a study focusing on the smartphone behavior of adolescents and its impact on physical, psychological, and social well-being. In our study, we combine passive data collection of smartphone logs with the intensive assessment of self-reported states and behaviors through a mobile app. The design of our study (a prospective measurement-burst design) will allow us to capture both short-term variability in outcomes of interest as well as long-term change. We apply the EMA methodology, which has been shown to be feasible and productive in studies of adolescents [31,35]. When supplemented with our app, this methodology allows us to link self-reported data with data from objective smartphone logs, affording the analysis of the temporality of effects at both the within- and between-person levels. Concretely, this means being able to compare the impact of different levels and patterns of smartphone use (eg, heavy versus light usage) on well-being, as well as assessing how changes in smartphone behavior over time reflect on well-being (eg, whether spending more time online on one’s smartphone than usual leads to increased or decreased well-being).

Collecting smartphone log data is a strength of our approach. This allows for the collection of objective data with minimum demands on study participants (ie, data are collected automatically and passively in the background). However, studies from other fields suggest that when it comes to behavior prediction, there may be a trade-off between accuracy or data details and participant burden. For example, in studies of dietary behavior, prediction models using collected sensor-based data (posing minimum participant burden) have resulted in lower accuracy than models using self-reported data through EMA prompts when predicting dietary lapses [36]. The extent to which smartphone log data will successfully predict behavior or well-being will likely depend on the operationalization of the objective log data. For example, when assessing smartphone...
behavior, one must take into account an entire spectrum of behaviors that may have different impacts. A user may passively scroll the news feed or engage actively with other people in the comments section. In each case, we may expect a different impact on user psychological outcomes [37]. Thus, different “metrics” must be generated from the smartphone log data to capture these different aspects of behavior.

Some behaviors may also be more difficult to operationalize using smartphone log data. Consider, for example, the question of how to accurately capture what exactly adolescents are doing when spending time in a specific social networking app. While we may be able to effectively quantify the time spent in social networking apps, it is more challenging to capture what happens during the social interactions while on the app. Moreover, this may be crucial when evaluating the association between app use and psychological and social well-being [38]. For example, a study using momentary sampling techniques showed that individuals who are involved in a greater amount of supportive interactions with others feel more positive emotions after these interactions and report more perceived social support [39]. While we are unable to directly evaluate the “quality” of online interactions, the OCR tool we are developing for the analyses of screenshots from mobile phones along with the application of machine learning algorithms could lead to a more nuanced assessment of adolescent smartphone behavior in future research. Other limitations associated with the smartphone log data include constraints applied directly by Google Play policies, which preclude the collection of some data (e.g., GPS and web-browsing histories). The use of web browsers may result in exposure to very different types of content (e.g., educational and harmful), thus leading to different types of psychological outcomes.

A critical component to interpreting the data from our study will be the consideration of selection bias and how the resulting sample differs from the general adolescent population of smartphone users. While the study was not planned to be representative, it will be key to understand in what ways our participants differ from the general population. The recruitment process posed a big challenge in spite of the extensive experience that the IRTIS team has with large-scale studies of children and adolescents. We attribute this primarily to the sensitive nature of the data collected and the perceived intrusiveness into the privacy of the adolescents. Despite carefully considering the ethical implications of the data collection, creating detailed descriptions of data handling and safety procedures (for both parents and children), developing anonymization software, and having received the approval of relevant ethical bodies, some participants reported distrust and intrusion of privacy among the reasons for nonparticipation.

The social research and marketing agency tasked with the recruitment of participants in our study provided feedback and recommendations for the future, including offering financial incentives to all participants (not only through lottery drawings), extending the inclusion criteria to iOS users, and further alleviating privacy concerns through modifications in the research design.

The development of the custom mobile app spanned a period of 2 years, and in spite of extensive pilot testing, we were unable to fully eliminate technical issues associated with data collection. For example, there was a 17.74% failure rate of surveys not being properly delivered to the users’ devices (only 9425 surveys out of 11,457 planned surveys were properly notified). This is a problem primarily from the standpoint of inflating missing data. Even when a survey notification is activated, it is common for users to not notice the notification or simply disregard it. While certain strategies can help enhance response rates (e.g., incentives and gamification [40]), the lack of responses due to technical problems/failure should be minimized. We found that problems of failed notifications were more common in certain types of devices (especially the smartphones of some manufacturers, such as Huawei and Xiaomi). Additionally, ongoing optimization of the Android system and its updates necessitate ongoing technical and programming support throughout all phases of the study. Our app was downloadable through Google Play, where we also faced privacy policy limitations on data collection and therefore had to modify our app throughout the pilot testing phase (e.g., deleting the GPS location component).

Although there were some challenges with the application of EMA (e.g., adapting the EMA protocol to fit youths’ school schedules and complications related to the ongoing COVID-19 pandemic such that we had to incorporate additional questions in the postburst survey regarding school attendance/distance learning), data from the first burst indicated acceptable levels of compliance with the study protocol. The average compliance rate in the first burst in our study was in line with other EMA studies of adolescents where compliance varies widely from 51.56% to 92.00% in studies of psychological outcomes [41] or 43.8% to 95.9% in studies of health behaviors [42]. In a meta-analysis of EMA studies targeting children and adolescents [43], the compliance rate in studies prompting participants 4 to 5 times per day was 77.4%, which is only slightly higher than in our study (72.25%). The data are however not directly comparable, since the majority of studies included in the meta-analysis were short-term (did not plan to involve more than one data collection burst) or used research devices that were novel for users, perhaps inflating compliance estimates. In our study, we relied on participants’ own devices. As is recommended in EMA studies [31,44], we continually monitored study adherence with a system of both automatic notifications and reminders (in-app), as well as telephone, SMS, and email check-ins and follow-up contacts when necessary. We also provided compliance-based incentives to support participant engagement. Additional strategies are being considered to boost adherence in follow-up bursts (e.g., bolstering contact with participants in-between bursts through activities such as a Christmas competition).

The challenges surrounding accurate data collection related to real-time smartphone usage remain, especially in light of continual technological or software innovation and the ever-morphing proclivities of user engagement. As such, it demands increased vigilance relative to the processes by which research in this realm is conducted. Studies that seek to employ innovative, nuanced, and more comprehensive approaches to the protocol of collecting the said data are, therefore, of paramount importance. Further refinement of research
instruments, protocols, and methodologies is needed to obtain a more accurate portrait of how adolescents are actually engaging with their online worlds. This was and remains our goal, as we seek to develop, produce, and implement procedures that will more effectively assist adolescents to navigate these worlds more constructively in terms of the development of their physical, social, and psychological well-being.

Acknowledgments
This work has received funding from the Czech Science Foundation (project number 19-27828X).

Conflicts of Interest
None declared.

Multimedia Appendix 1
Objective smartphone data codebook.
[DOCX File, 22 KB - resprot_v11i3e35984_app1.docx]

Multimedia Appendix 2
Pilot studies in the Adolescents and Smartphone Use Study.
[DOCX File, 24 KB - resprot_v11i3e35984_app2.docx]

Multimedia Appendix 3
Ecological momentary assessment study protocol for the Adolescents and Smartphone Use Study.
[DOCX File, 982 KB - resprot_v11i3e35984_app3.docx]

Multimedia Appendix 4
Peer-review report by the Czech Science Foundation.
[PDF File (Adobe PDF File), 187 KB - resprot_v11i3e35984_app4.pdf]

References
2. EU Kids Online 2020: survey results from 19 countries. LSE Research Online. URL: https://eprints.lse.ac.uk/103294/ [accessed 2022-02-09]


Abbreviations

API: application programming interface
EMA: ecological momentary assessment
IM: instant messenger
IRTIS: Interdisciplinary Research Team on Internet and Society
OCR: optical character recognition
HIV Surveillance and Research for Migrant Populations: Protocol Integrating Respondent-Driven Sampling, Case Finding, and Medicolegal Services for Venezuelans Living in Colombia

Abstract

Background: Epidemiologic research among migrant populations is limited by logistical, methodological, and ethical challenges, but it is necessary for informing public health and humanitarian programming.

Objective: We describe a methodology to estimate HIV prevalence among Venezuelan migrants in Colombia.

Methods: Respondent-driven sampling, a nonprobability sampling method, was selected for attributes of reaching highly networked populations without sampling frames and analytic methods that permit estimation of population parameters. Respondent-driven sampling was modified to permit electronic referral of peers via SMS text messaging and WhatsApp. Participants complete sociobehavioral surveys and rapid HIV and syphilis screening tests with confirmatory testing. HIV treatment is not available for migrants who have entered Colombia through irregular pathways; thus, medicolegal services integrated into posttest counseling provide staff lawyers and legal assistance to participants diagnosed with HIV or syphilis for sustained access to treatment through the national health system. Case finding is integrated into respondent-driven sampling to allow partner referral. This study is implemented by a local community-based organization providing HIV support services and related legal services for Venezuelans in Colombia.

Results: Data collection was launched in 4 cities in July and August 2021. As of November 2021, 3105 of the target 6100 participants were enrolled, with enrollment expected to end by February/March 2022.

Conclusions: Tailored methods that combine community-led efforts with innovations in sampling and linkage to care can aid in advancing health research for migrant and displaced populations. Worldwide trends in displacement and migration underscore the value of improved methods for translation to humanitarian and public health programming.
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Introduction
The economic crisis and political instability in the Bolivarian Republic of Venezuela has led to mass migration in the Americas, displacing approximately 5.4 million Venezuelans as of September 2020, according to the most recent estimates [1]. This humanitarian emergency has been associated with deteriorating health care infrastructure and worsening health outcomes among Venezuelans living in the country, as well as among those displaced to neighboring countries [2]. The re-emergence of previously controlled infectious diseases and resurgence of endemic diseases have been documented and raised concerns of a spillover effect to neighboring countries [2-8]. The COVID-19 pandemic has exacerbated public health concerns and strained the capacity of the receiving countries to meet the health care needs of Venezuelan migrants [9,10].

Gaps in HIV diagnostics and treatment in Venezuela since 2015 have limited the availability of reliable estimates of HIV burden. In 2018, the Pan American Health Organization (PAHO) estimated that 69,308 people living with HIV (PLHIV), 87% of whom were registered to receive antiretroviral therapy (ART), were not receiving them owing to nationwide drug shortages [11]. A coordinated response led by PAHO has improved ART coverage [12], although diagnosis, treatment, and suppression remain suboptimal. The Joint United Nations Program on HIV/AIDS estimates that 100,000 people were living with HIV in Venezuela in 2020, with 71% of PLHIV diagnosed and 55% of those diagnosed receiving ART [13]. No data on virologic suppression rates are available [13]. Less than one-third (30%) of pregnant women living with HIV received ART for prevention of maternal-to-child transmission [13]. Access to HIV treatment for displaced Venezuelans in receiving countries is variable and depends on the national health programs and policies of the host country. Data from other studies show that migrant populations, regardless of the situation or motivation for migration, often face delays to care and have higher risk of AIDS-defining events than nonmigrant populations [14]. Treatment interruptions, including partial or intermittent treatment, can lead to virologic rebound and increase the risk of onward transmission and acquired resistance [2]. Diagnostic delays due to lack of HIV-testing capacity, including in pregnant women, can also lead to ongoing transmission. These concerns, coupled with an estimated 25,000 Venezuelans crossing the Colombian border per day at the peak of the exodus [15,16], underscore the importance of implementing appropriate surveillance methods coupled with access to HIV diagnosis, treatment, and care for migrants.

Colombia currently receives the largest number of displaced Venezuelans in the region. As of February 2021, approximately 1.7 million were living in Colombia [17-19]. Treatment for Venezuelans with irregular migrant status, that is, those who have entered the country outside of official or regular migration channels, is not available through the health system with the exception of prenatal care. Drug donations have made treatment available in Cúcuta, a border city in Colombia, with many Venezuelans living there or crossing the border temporarily to access treatment [20,21]. In other areas of the country, treatment options for migrants with irregular status are limited although several organizations provide HIV testing, support services, and prevention for Venezuelan migrants. Population-based estimates of HIV are absent, but they are needed to inform treatment distribution plans for future drug donations [20] and national health programming. Migrant populations are often excluded or not classified by public health and disease surveillance methods. Traditional epidemiologic surveillance efforts among displaced populations are challenged by lack of sampling frames, mobility, and ethical concerns [22,23]. Migrants do not always reside in well-defined geographic spaces, are frequently dispersed within host communities, and may move multiple times before settling in an area, all of which limits implementation of traditional probability sampling approaches for surveillance. Finally, ethical considerations to protect participants, mitigate stigma, and ensure linkage to HIV care in settings where treatment is not regularly available add further logistical challenges to such surveillance methods [22,23].

This paper describes a protocol for community-led HIV surveillance among Venezuelan migrants residing in Colombia. The protocol expands upon a network-based sampling method by integrating case finding and linkage to care through medicolegal partnerships. The findings aim to inform local treatment distribution plans [20] and country-level and regional HIV programming for migrants.

Methods
Design
The BIENVENIR Project (Bienestar de Venezolanos quienes son Inmigrantes y Refugiados) is a cross-sectional design that uses a hybrid sampling and case finding approach, coupled with medicolegal services to link individuals with HIV diagnosis to HIV treatment and care, regardless of migration status. Red Somos, a community-based organization, leads this implementation. Staff members are nationals of Venezuela, Colombia, or both, and have expertise in HIV testing, ancillary services, and linkage to care; legal services related to migration; psychology and social work; and community strengthening. This study is conducted among newly arrived Venezuelans living in 4 cities in Colombia. Study findings will generate estimates of HIV prevalence among adults who have arrived in Colombia since 2015, as well as qualitative estimates of engagement along the HIV care continuum among Venezuelans PLHIV. A qualitative, formative research phase was conducted to assess barriers to HIV case and health services in Colombia and to inform the quantitative research methods.
**Formative Research**

Key informant interviews with stakeholders (n=29), including humanitarian and health providers, government officials, and medical providers, were conducted in English and Spanish between June and October 2020. In-depth interviews (n=31) and 1 focus group discussion (n=9) with Venezuelans living in Colombia were conducted in Spanish between April 2021 to June 2021. Data collection was conducted remotely by phone or video teleconference to reduce COVID-19 transmission risks. Formative research served to provide contextual information about the humanitarian situation and programming; availability of HIV prevention and care for Venezuelans in Colombia; the impact of COVID-19 pandemic on these issues and research; and to inform decisions related to the incentives, sampling, and development of survey measures. Qualitative findings will also be used to guide subsequent interpretation of surveillance findings. Finally, formative interviews helped to ensure the study is culturally relevant and appropriate.

**Sample and Setting**

Data collection activities are conducted in 2 territories, encompassing the neighboring cities of (1) Bogotá and Soacha and (2) Barranquilla and Soledad (Figure 1) [24]. Locations were selected for the distribution and heterogeneous profiles of Venezuelan migrants, accessibility to humanitarian and health programs, plans for treatment distribution, and lower presence of pendulares (Venezuelans who live in Venezuela but who cross to Colombia regularly to access services) and caminantes (Venezuelans who transit through Colombia to another country). One office was established in each of the 4 cities. All adult Venezuelan nationals (age ≥18 years) who recently migrated to Colombia are eligible to participate. To ensure recruitment depth in the network of Venezuelans, only 1 member in an immediate family is eligible to participate. Inclusion criteria are as follows: Venezuelan national based on self-report (proof/documentation of nationality is not requested), born in Venezuela based on self-report, age ≥18 years, migrated to Colombia as of 2015 or later, currently residing (ie, spends most of their nights) in the study city, and has a valid study coupon to enrollment (except seeds). Participants with any of the following characteristics are excluded from participation: previous participation, have an immediate family member in the same household who participated, currently resides outside of Colombia, reports being in transit through Colombia (ie, reports an immediate destination outside of Colombia), or lacks capacity to consent. Enrolled participants are asked to provide their names and mobile phone or WhatsApp numbers for recontact and for identification of duplicate participants.

*Figure 1.* Distribution of Venezuelan migrants in Colombia by department. Source: Colombian Department of Migration, 2021.
Sampling

Respondent-driven sampling (RDS), a chain referral sampling method that employs limited referrals within peer networks to achieve target sample sizes, is used to accrue the study sample. RDS is widely used across international settings to sample populations that lack a sampling frame. Research has shown that with sufficient recruitment depth, biases associated with initial peer referrals are minimized [25-27], and there is an increased ability to identify previously undiagnosed HIV infections and PLHIV who have fallen out of care [27,28]. RDS thus provides an opportunity to generate unbiased estimates as well as to link surveillance with HIV clinical services. Estimation methods generate survey weights based on participant network size, and network features have been developed to calculate population-based prevalence estimates [25]. RDS has been previously used among migrants and displaced populations to a limited degree in international settings [29-33] as well as among key populations affected by HIV in Colombia [34-36].

Sampling commenced at the end of July and August 2021 in Bogotá/Soacha and Barranquilla/Soledad, respectively, and is ongoing. Recruitment started with 19 “seeds” (9-10 per territory)—well-networked individuals who were selected from the target population. Seeds were purposively selected on the basis of being well-respected and influential among peers, socially networked (know at least 10 Venezuelans outside of their household), and diverse in characteristics (eg, age, gender, geographic residence within each city). To minimize cluster effects, we identified and enrolled seeds who did not know each other and who likely did not have overlapping networks. Additional seeds may be initiated at a later date if prior seeds fail to produce peer referrals or if recruitment slows.

Seeds participate in all study activities and are asked to invite 4 adult Venezuelan peers (recruits) to participate in study activities, which is the first sampling wave. Eligible and participating recruits are then asked to refer up to 4 more peer Venezuelans. At the end of each study visit, participants undergo a brief training on how to distribute coupons and refer peers to the study. Participants have the option to use paper or electronic coupons via SMS text messages or WhatsApp to refer peers. Coupons contain study contact information and unique codes that anonymously link seeds/recruiters to recruits for analysis. Although documentation of regular migration status is necessary to acquire a phone in Colombia, 70% of Venezuelan migrants in Colombia report using mobile phones [37], and anecdotal reports support the use of mobile technology. Participants receive automated SMS text messages or WhatsApp notifications to remind them to distribute coupons or to notify them when coupons have been used and they can retrieve their incentive. As is typical in RDS research, participants are provided with a secondary incentive (COP 10,000 or USD 2.60) for each eligible and participating referred peer. Participants return within days to weeks to obtain their secondary incentive and are asked at that time to complete a brief survey about their experience of referring peers and potential biases in the referral process.

RDS is monitored in real time by using the RDS-Analyst platform [38] to ensure that sampling has reached appropriate recruitment depth (waves) to provide unbiased population-based estimates. The data management team monitors for convergence, bottlenecks, homophily, and population proportions for key indicators, including HIV infection and socially salient variables [25]. Monitoring is also used to identify whether any RDS networks may oversample certain key populations. Chains that continue to sample the same group (including men who have sex with men, people who inject drugs or engaged in sex work, and transgender populations) for more than 2 waves without the entry of other populations will be stopped. We aim to achieve a recruitment depth of at least 8-10 waves to minimize bias associated with the initial seed selection.

Data Collection

Participation consists of a sociobehavioral survey and dual rapid testing for HIV and syphilis infection, followed by confirmatory testing. At entry, participants undergo screening for eligibility and written consent procedures in a private office space. Participants completed a literacy screener using the Spanish language version of the Rapid Estimate of Adult Literacy in Medicine–Short Form [39] prior to completing a self-administered electronic survey questionnaire or an interviewer-administered option depending on the literacy score. Participants with less frequent technology use can also request an interviewer-administered survey. Following best practices in survey research, we used a mode-enhancement construction, which develops the data collection instruments to be optimized for the main mode (here, self-administered surveys given high literacy) with the auxiliary mode (interviewer-administered) designed to be equivalent [40,41]. Participants who complete the survey and dual rapid test are provided an incentive of COP 30,000 (USD 7.85).

We use a secure system for managing participant tracking and data within the study. This system was developed internally for observational (including RDS) and clinical trial research and was customized to this study [42,43]. The system is a web application and accessible in English and Spanish languages. User access to the system is location- and role-based and protected with a username and password. Entered data are encrypted in transit and stored in a secure server at Johns Hopkins. Study staff can register a participant and follow the status of the participant with respect to the completion of study activities, generate RDS coupons, send notifications, and track receipt of primary and secondary incentives. The system has built-in algorithms to check for duplicate participant registrations and to validate returned coupons for eligibility. All exported data are automatically stripped of identifiers and are linked to a participant via a unique study identifier.

Survey Measures

Survey measures included individual, social, and structural domains, drawing upon previously developed measures, as applicable (Table 1) [26,44-58]. Other health indicators beyond HIV prevention and care measures are included for assessing overall health status, identifying other health concerns that may particularly affect PLHIV (eg, malnutrition), and identifying correlates of HIV infection. Inclusion of other health measures...
also helps to minimize the stigma associated with an HIV survey questionnaire. All study measures and participant materials are translated into Spanish and back translated for quality.

Table 1. Domains and measures included in the survey questionnaire.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Measures</th>
</tr>
</thead>
</table>
| Demographics                                | • Basic demographics adapted from the Colombia Demographic Health Survey  
                                          | [52]                                                                     |
|                                             | • Food (in)security as measured by the US Food and Drug Administration   |
|                                             |   food security scale [44]                                               |
| Migration and displacement                  | • Displacement history (timing, location of residence in Colombia, and   |
|                                             |   migration status, eg, regular or irregular)                            |
| Health                                      | • Recent health history                                                  |
|                                             | • Self-rated health [53]                                                 |
|                                             | • Body mass index (self-reported height and weight)                      |
|                                             | • Depression symptoms measured by the Patient Health Questionnaire       |
|                                             |   for Depression and Anxiety [54,55]                                    |
|                                             | • Alcohol measured by Alcohol Use Disorders Identification Test-Concise|
|                                             |   [49,50] and drug use [56]                                              |
|                                             | • COVID-19 symptoms and testing history                                  |
| HIV: behavioral risks and uptake of HIV    | • HIV acquisition risk behaviors adapted from World Health Organization  |
| prevention and care                         |   biobehavioral survey guidelines for populations at risk for HIV [56]  |
|                                             | • Access to and engagement in HIV services: HIV testing, HIV prevention  |
|                                             |   [56]                                                                   |
|                                             | • HIV care continuum: self-reported diagnosis of HIV, engagement in HIV  |
|                                             |   care including CD4 testing, viral load testing, and suppression [45,46,|
|                                             |   57], including country(ies) where care and treatment were accessed.   |
|                                             | • Access to, uptake, and adherence to HIV treatment adapted from the     |
|                                             |   Adult AIDS Clinical Trials Group survey measures [58]                  |
| Social measures                             | • Discrimination using the Everyday Discrimination Scale (short version) |
|                                             |   [51]                                                                   |
|                                             | • Violence victimization using the Assessment Screen to Identify         |
|                                             |   Survivors Toolkit for Gender-Based Violence screen for displaced     |
|                                             |   populations [47,48]                                                   |
| Respondent-driven sampling                  | • Social network size questions used for respondent-driven sampling     |
|                                             |   weighting procedures [26]                                              |

Biological Measures

Biological measures include rapid HIV and syphilis screening using Standard Diagnostics BIOLINE HIV/Syphilis Duo with finger-prick blood specimens. Standard Diagnostics BIOLINE HIV/Syphilis Duo has a reported sensitivity of 99.8% and specificity of 100% for anti-HIV antibody detection and a reported sensitivity of 90% and specificity of 99.9% for anti-Treponema pallidum antibody detection [59]. Screening results are available within 20 minutes and provided to the study participants during the study visit. Participants with a reactive result on either or both tests are asked to provide an additional venous specimen for laboratory-based confirmatory testing. Specimens are transported the same day to the local reference laboratory. Confirmatory testing for participants with a positive HIV screen follows national testing algorithms and policies [60] and is conducted using the MP Bio HIV BLOT 2.2, a qualitative enzyme immunoassay for antibody detection of HIV-1 and HIV-2. For clinical purposes, and in keeping with national guidelines [60], CD3, CD4, CD5, CD8, and viral load tests are also performed at the same time by the laboratory. HUMAN Diagnostics Syphilis Rapid Plasma Reagin Test was used for confirmatory testing and identification of active syphilis for participants with positive syphilis screen. All laboratory results are available to the study team within 2 weeks; negative results are communicated by phone to the participants within 1 business day of receipt. Participants with confirmed HIV, syphilis, or both are contacted within 1 business day to arrange a time to deliver the results in person. All laboratory results are provided to the participant. The medicolegal triage process begins immediately at that time. Laboratory results are shared with medical providers upon participant request to assist with treatment decisions that are made by the patient and provider.

Medicolegal Services

Lawyers employed by Red Somos support the legal process of registering Venezuelans with irregular migration status to support access to care through the national program. All participants identified to be living with HIV (previously or newly diagnosed) or who have active syphilis will undergo a legal triage in which their legal status in Colombia will be reviewed by the assigned lawyer. For those with irregular migration status, staff lawyers initiate and support the completion of necessary paperwork and processes to acquire permiso especial de permanencia (or permit of stay), a salvoconducto (a paper demonstrating the regularization process has been initiated), or the forthcoming estatuto temporal de protección (or temporary statute of protection) documentation. Access to medical care and treatment under the national health system generally requires possession of one of these forms of documentation or other documents in special circumstances.

The process to obtain a salvoconducto takes 15 days maximum, while the process to access ART through the national health system (for any individual, inclusive of Colombian citizens) takes up to 30 days. During the period, while participants wait for their permit of stay or salvoconducto request to be processed, Red Somos will link the participants to local clinics and agencies that currently provide interim HIV care and treatment to the Venezuelan population who they regularly serve. At this point, the providers and patients will make treatment decisions with
consideration of viral load, CD4 counts, and any critical comorbid conditions. Those agencies can initiate stopgap ART in as little as 8 days.

Case Finding
To support efforts to identify new or undiagnosed infections, we employed a hybrid RDS–case finding approach. Case finding follows World Health Organization and Centers for Disease Control and Prevention guidelines for partner notification services and were adapted to reflect community recommendations to mitigate risk of violations of privacy, breaches in confidentiality, and coercive medical practices [61-63]. Participants with laboratory-confirmed HIV are invited to participate in partner notifications services to identify and support HIV and syphilis testing of sexual or injecting partners. Although encouraged to invite contacts to get tested, participants have the option to decline or to request anonymous partner notification through study staff. Case finding is open to all adult partners (age ≥18 years) of participants with laboratory-confirmed HIV, regardless of country of origin or citizenship status. Children are not eligible, but clinical referrals are offered to parents of children who may have been infected perinatally. During posttest counseling and linkage to care, participants who opt-in to case finding activities are trained on how to disclose their HIV status and invite partners to participate in HIV and syphilis testing. Participants are provided with a uniquely identified coupon that contains study contact information, which enables anonymous linkage of participants and contacts. The case-finding coupon is distinct in appearance from the RDS coupon but functions in a similar way. Any persons found to be living with HIV or syphilis through the case finding are connected to care through the same pathways. Brief service-focused interview questionnaires are administered among case-finding contacts to identify transmission risk behaviors and access/use of HIV prevention and testing.

Sample Size
Assuming a 1% HIV prevalence among general population, based on reports from local providers that suggest a range of 0.5% prevalence among adults to 1.5% prevalence in antenatal care surveillance, alpha .05, 0.005 margin of error, and design effect of 2 that has been suggested for RDS [64-66], we estimated that a sample size of 3043 per territory (approximately 6100 overall) is needed to estimate population HIV prevalence. This sample size provides a sufficiently small sampling fraction required by most of the RDS estimators [25], given that the Venezuelan migrant populations are estimated to exceed 115,000 persons in both territories. Individuals who are enrolled in case finding activities will contribute to the total enrolled sample. Assuming an HIV prevalence as high as 1.5% and an average of 2 contacts (case finding referrals) per index participant, we estimate that an additional 190 individuals will be enrolled in case finding (95 per territory) for HIV. Assuming 3% prevalence of syphilis, an additional 360 case finding participants will be enrolled for syphilis.

Analytic Plan
Basic descriptive analysis will be performed to estimate the prevalence of key demographic and health characteristics of the sample population. Primary analysis will focus on estimation of HIV prevalence among the general population of Venezuelans residing in the 2 territories, with estimates separately for each territory. Among participants living with HIV infection (prevalent or new diagnoses), we will assess engagement in the HIV care continuum, including the proportion who report being aware of their infection, engaged in HIV care, currently on ART, completing viral load testing in the last 6 months, and having suppressed viral load [67]. Subgroup analyses will be conducted to estimate HIV prevalence by HIV risk behaviors, gender, and age. All descriptive analyses will include unweighted and RDS-weighted population estimates for the adult Venezuelan population [68]. RDS-weighted analysis will be performed using Stata (StataCorp LLC) [69] or RDS-A (RDS-Analyst) [38] software and selecting the estimator most appropriate based on the sample characteristics. Analyses will incorporate RDS survey weights based on self-reported network size to calculate population prevalence. Bootstrapping procedures will be performed to calculate associated 95% confidence intervals [69]. Descriptive analysis will be conducted among case-finding participants to assess the demographic and social characteristics of contacts. Except for case-finding participants who are recruited via RDS or otherwise eligible for RDS, unweighted estimates will be calculated given that they are not part of the original RDS network chains. Data will be combined with RDS participant data to calculate unweighted HIV and syphilis positivity estimates.

Ethical Considerations and Participant Protection
Study activities were reviewed and approved by the ethical review committee at the Universidad el Bosque in Bogotá, Colombia, and the Institutional Review Board at Johns Hopkins School of Public Health (28223). The protocol was also reviewed in accordance with Centers for Disease Control and Prevention human research protection procedures. Formative research with stakeholders was deemed not human subjects research and commenced prior to other study activities.

This study uses multiple strategies to address unique social risks that underlie research with migrant populations, which go beyond risks typically associated with HIV surveillance. Risks for migrant populations largely encompass concerns for social harms related to stigma and discrimination as well as barriers to access to services, particularly for those with irregular migration status. First, we use a vague study title, BIENVENIR, to avoid perceptions of increased risk of HIV among migrants, should others learn about the study. No information that would identify the study focus on HIV or among migrant populations is included in recruitment materials or other outward facing materials. Prior to the implementation of study activities, appropriate referral pathways for HIV, syphilis, ancillary health, and humanitarian services (eg, nutrition, housing, mental health, social support) were identified for participant referral. Our electronic survey is programmed to flag to staff instances when a participant self-reports symptoms of depression or anxiety, food insecurity, hazardous alcohol use, and violence victimization. Although all participants are offered locally tailored resource guides, these individuals will be provided with a more in-depth discussion about resources and services specific to their needs and living situation.
The onset of the COVID-19 pandemic occurred between the funding of this project and the initiation of the study activities. Study launch was delayed during the early peaks of the pandemic, and formative research was conducted through secure remote methods at that time. A separate and extensive COVID-19 biosecurity protocol was developed for in-person data collection, and it aligns with local policies. The biosecurity protocol was submitted to all ethical and protocol review committees, and it underwent additional review and approval by an independent Human Subjects Research Restart Committee at Johns Hopkins University before in-person research commenced.

**Results**

As of November 8, 2021, 3278 people have been screened and 3105 participants have been enrolled across sites, inclusive of 20 seeds, and we have reached a maximum recruitment depth of 12 waves thus far (Figures 2 and 3). The enrollment is expected to end by February/March 2022. The number of new participant screenings range from 20-27 per weekday in each territory; Saturday data collection sessions experience higher no-show rates with 9-20 screened per day. Table 2 displays the characteristics of the participants enrolled to date.

**Figure 2.** Respondent-driven sampling network graphs of participants in Bogotá and Soacha. The large red triangular nodes represent seeds, and the small blue circular nodes represent recruits.
Figure 3. Respondent-driven sampling network graphs of participants in Barranquilla and Soledad. The large red triangular nodes represent seeds, and the small blue circular nodes represent recruits.
Table 2. Demographic and other characteristics of the study participants as of November 8, 2021.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Territory</th>
<th>Bogotá and Soacha (n=1684)</th>
<th>Barranquilla and Soledad (n=1421)</th>
<th>Total (N=3105)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td></td>
<td>32 (26-41)</td>
<td>33 (26-41)</td>
<td>32 (26-41)</td>
</tr>
<tr>
<td>City of residence, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bogotá</td>
<td></td>
<td>861 (51.1)</td>
<td>0 (0)</td>
<td>861 (27.7)</td>
</tr>
<tr>
<td>Soacha</td>
<td></td>
<td>822 (48.8)</td>
<td>0 (0)</td>
<td>824 (26.5)</td>
</tr>
<tr>
<td>Barranquilla</td>
<td></td>
<td>0 (0)</td>
<td>861 (60.6)</td>
<td>861 (27.7)</td>
</tr>
<tr>
<td>Soledad</td>
<td></td>
<td>0 (0)</td>
<td>560 (39.4)</td>
<td>558 (18)</td>
</tr>
<tr>
<td>Migration status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular</td>
<td></td>
<td>522 (31)</td>
<td>250 (17.6)</td>
<td>772 (24.9)</td>
</tr>
<tr>
<td>Irregular</td>
<td></td>
<td>1162 (69)</td>
<td>1171 (82.4)</td>
<td>2333 (75.1)</td>
</tr>
<tr>
<td>Gender identity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td>562 (33.5)</td>
<td>351 (24.7)</td>
<td>913 (29.5)</td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td>1091 (65.1)</td>
<td>1041 (73.3)</td>
<td>2132 (68.8)</td>
</tr>
<tr>
<td>Transgender or Nonbinary</td>
<td></td>
<td>24 (1.4)</td>
<td>29 (2)</td>
<td>53 (1.7)</td>
</tr>
<tr>
<td>High literacy (Rapid Estimate of Adult Literacy in Medicine–Short Form&gt;6, reference&lt;6), n (%)</td>
<td></td>
<td>1485 (89.4)</td>
<td>889 (63)</td>
<td>2374 (77.3)</td>
</tr>
<tr>
<td>HIV behavioral risks and testing history, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lifetime injecting drug use (reference: no)</td>
<td></td>
<td>37 (2.2)</td>
<td>22 (1.5)</td>
<td>59 (1.9)</td>
</tr>
<tr>
<td>Reports sex with a cis man (reference: no; denominator cis men and trans women, n=941)</td>
<td></td>
<td>53 (9.3)</td>
<td>27 (7.3)</td>
<td>80 (8.5)</td>
</tr>
<tr>
<td>Sex work (last 12 months)</td>
<td></td>
<td>32 (1.9)</td>
<td>30 (2.1)</td>
<td>62 (2)</td>
</tr>
<tr>
<td>Lifetime HIV test (reference: no)</td>
<td></td>
<td>1027 (61.2)</td>
<td>681 (48)</td>
<td>1708 (55.1)</td>
</tr>
<tr>
<td>Past diagnosis of HIV (reference: last test negative or unknown; n=3099)</td>
<td></td>
<td>7 (0.4)</td>
<td>9 (0.6)</td>
<td>16 (0.5)</td>
</tr>
</tbody>
</table>

**Discussion**

Early evaluation of enrollment and participant data show early signals that the methods described here are both feasible and acceptable for research in this context. The hybrid RDS–case finding approach is an innovation in RDS research, with the goal of increasing our ability to identify new or undiagnosed infections among partners and providing linkage to care. Modification of RDS to permit electronic referral of peers via SMS text messages and WhatsApp enables safe referral of peers while maintaining social distancing in the context of COVID-19. Use of text-message referrals builds on common communication pathways and appears to efficiently support peer referral. Given the tenuous access to HIV treatment of Venezuelans in Colombia with irregular migration status, the integration of medicolegal services in posttest counseling aims to increase access to HIV care, decrease time to ART initiation, as well as reduce untreated syphilis. The high recruitment rate thus far is a testament to the efficiencies of RDS and to the model of community-led research implementation and comprehensive service provision inclusive of HIV prevention and linkage to care, legal services, and other ancillary services. These findings will have direct relevance to Colombia, but methods and lessons learned from this study can be adapted for use across diverse settings with numerous health outcomes. With almost 272 million international migrants globally and over 82 million forcibly displaced persons, of whom 55 million are internally displaced due to conflict and insecurity as of 2020 [70,71], such methods are increasingly valuable for understanding and informing strategies related to migrant, humanitarian, and public health.
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Abstract

Background: Health systems are attempting to capture social determinants of health (SDoH) in electronic health records (EHR) and use these data to adjust care plans. To date, however, methods for identifying social needs, which are the SDoH prioritized by patients, have been underexplored, and there is little guidance as to how clinicians should act on SDoH data when caring for patients. Moreover, the unintended consequences of collecting and responding to SDoH are poorly understood.

Objective: The objective of this study is to use two data sources, EHR data and patient interviews, to describe divergences between the EHR and patient experiences that could help identify gaps in the documentation of SDoH in the EHR; highlight potential missed opportunities for addressing social needs, and identify unintended consequences of efforts to integrate SDoH into clinical care.

Methods: We are conducting a qualitative study that merges discrete and free-text data from EHRs with in-depth interviews with women residing in rural, socioeconomically deprived communities in the Mid-Atlantic region of the United States. Participants had to confirm that they had at least one visit with the large health system that serves the region. Interviews with the women included questions regarding health, interaction with the health system, and social needs. Next, with consent, we extracted discrete data (eg, diagnoses and medication orders) for each participant and free-text clinician notes from this health system’s EHRs between 1996 and the year of the interview. We used a standardized protocol to create an EHR narrative, a free-text summary of the EHR data. We used NVivo to identify themes in the interviews and the EHR narratives.

Results: To date, we have interviewed 88 women, including 51 White women, 19 Black women, 14 Latina women, 2 mixed Black and Latina women, and 2 Asian Pacific women. We have completed the EHR narratives on 66 women. The women range in age from 18 to 90 years. We found corresponding EHR data on all but 4 of the interview participants. Participants had contact with a wide range of clinical departments (eg, psychiatry, neurology, and infectious disease) and received care in various clinical settings (eg, primary care clinics, emergency departments, and inpatient hospitalizations). A preliminary review of the EHR narratives revealed that the clinician notes were a source of data on a range of SDoH but did not always reflect the social needs that participants described in the interviews.

Conclusions: This study will provide unique insight into the demands and consequences of integrating SDoH into clinical care. This work comes at a pivotal point in time, as health systems, payors, and policymakers accelerate attempts to deliver care within the context of social needs.

International Registered Report Identifier (IRRID): DERR1-10.2196/36201

(JMIR Res Protoc 2022;11(3):e36201) doi:10.2196/36201
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Introduction

Health systems are under increasing pressure to assess and act on social determinants of health (SDoH), with widespread support from professional organizations including the American Academy of Pediatrics, the American Academy of Family Physicians, and the American Medical Association. In 2014, the Institute of Medicine (currently the National Academy of Medicine) recommended the documentation of core measures of social and behavioral domains in electronic health records (EHRs), including education, financial resource strain, and stress [1]. More recently, the National Academies of Sciences, Engineering, and Medicine (NASEM) presented guidance for how clinicians and health systems should use SDoH data when managing patients [2]. These calls to action have prompted health systems to accelerate efforts to integrate SDoH into care delivery. It is imperative that these efforts are informed by the voice of key stakeholders, including clinicians documenting in the EHR and the patients receiving care.

Data on SDoH are entered into EHR systems through multiple pathways, but data are not routinely or systematically collected [3]. Medical vocabularies, including International Classification of Disease (ICD) codes and Logical Observation Identifiers, Names and Codes capture SDoH (eg, ICD-10 code Z55.0: problems related to education and literacy), but the codes are not comprehensive, and they are underused [4,5]. Medicare reported that the ICD codes used to capture SDoH were used for only 1.6% of Medicare beneficiaries in 2019 [6]. EHR vendors are working with health systems to develop patient-reported tools to improve the capture of SDoH in structured fields, but there is little standardization regarding what data to collect [7]. Clinician notes, while more challenging to access and use than discrete EHR data, have recently emerged as a potentially important source of SDoH data [7,8], but this data source remains relatively unexplored.

Potentially more challenging than capturing SDoH is the ability to identify the social needs and chronic stresses that patients prioritize. As described by Alderwick and Gottlieb [9], while screening tools can reveal multiple SDoH, such as food and housing instability, a patient may perceive that her most pressing social need is to escape from a violent partner. Thus, it is not sufficient for health systems to only collect SDoH data; they must also adequately capture the patient’s perspective on these data [10].

In addition to identifying social needs, the NASEM report called for health systems to respond to social needs through adjustment (altering clinical care to accommodate identified social barriers), assistance (providing support in connecting patients with relevant social care resources), alignment (activities to work with existing social care assets in the community), and advocacy [2]. Health systems have already started implementing these activities, but research regarding the impact of these activities on health outcomes is limited. Importantly, the unintended consequences of these activities, including the potential for perpetuating bias and further marginalizing vulnerable populations, are poorly understood [2,11,12]. EHR data, particularly clinician notes, maybe a rich source of secondary data that provides some important insight into how clinicians are currently responding to social needs and the consequences of their responses.

This paper describes the protocol for a qualitative research study that merges discrete and free-text data from EHRs with in-depth interviews from among women living in rural and socioeconomically deprived communities in the Mid-Atlantic region of the United States. The objective of this study is to describe discrepancies between the medical record and patient narratives that could help identify gaps in documenting SDoH in the EHR, highlight potential missed opportunities for addressing social needs, and observe unintended negative consequences of documenting or responding to SDoH. This study leverages multiple perspectives to provide unique insight into the demands and consequences of integrating SDoH into clinical care.

Methods

Overview

This study is being conducted by an interdisciplinary team across three institutions, a health system (here forward referred to as Central Health), Bucknell University, and Indiana University. It is an ongoing qualitative study that combines EHR data from the health system with in-depth interviews of patients recruited by the university research teams. This study was approved by the institutional review boards (IRB) of all participating institutions (Bucknell University IRB approval number: 1920-123; Geisinger IRB approval number: 2017-0440).

Study Participants and Recruitment

To be eligible for this study, individuals had to have received care, per self-report, from Central Health and therefore have a Central Health EHR. Participants also had to be self-identified women over the age of 18 years with less than a four-year college degree. We used stratified sampling to recruit both White women and women of color, including women who self-identified as Black, Latina, and Asian Pacific. We recruited women residing in counties in the Mid-Atlantic region of the United States that are ranked among the lowest in health indicators, including poor physical and mental health days, as well as teen births, preventable hospital stays, and incidences of violent crimes and injury deaths [13]. We first recruited respondents through convenience sampling, visiting venues such as laundromats, bars and gaming rooms, public libraries, grocery stores, bus stops, dollar stores, public community events, churches, and job training workshops. We then employed snowball sampling, asking for each participant to recommend one to two people who might also participate in the study.

In-Depth Interviews

We conducted one-on-one interviews in-person until we needed to shift to remote interviewing, via video conferencing, due to
the COVID-19 pandemic. The interviews probed women about their past and current medical issues; their interaction with Central Health; their mental health; their understanding of required treatment and barriers to compliance; their experiences of stress, violence, discrimination, and economic deprivation; their families, children, and social support systems; and their sense of self-efficacy, trust, and the future. The interview allowed for participants to share their perspectives in their own words, rather than through a standard survey format. The authors conducted about two-thirds of the interviews, with trained student research assistants completing the remaining ones. We compensated interviewees for their time with $50 in cash at the completion of the interview. Interviews were recorded with the permission of the participant and fully transcribed by a professional firm.

**Electronic Health Record Data**

Central Health is a single, large, integrated health system serving a mix of rural and urban communities, including communities designated as Medically Underserved Areas [14]. The health system facilities include multiple inpatient hospitals and more than 125 primary and specialty clinic sites. The system uses Epic EHR software modules, including ambulatory, inpatient, surgery, emergency department, e-prescribing, computerized physician order entry, registration, and scheduling.

We extracted a set of discrete and free-text clinician notes on all consenting interview participants, matching participants to their record based on first name, last name, and date of birth (Textbox 1). We included participant data for any contact with the health system between 1996 and the year of the completed interview (between 2017-2021). Using these data, the health system research team created an EHR narrative, a free-text summary of the health of the participants and their interactions with the health system. We developed these narratives using a three-phase approach implemented by trained research assistants. First, the research assistant wrote a summary of the participant’s health and contact with the health system in consecutive order, going from the first health system contact to the last, using only information from the discrete data fields. Next, the team members enriched this summary of discrete data with direct quotes from clinician notes. Research assistants included notes if the text addressed an SDoH (eg, occupation, education, marital status, history of trauma, transportation challenges, etc) or if the notes clarified discrete data (eg, a patient who did not fill prescriptions because of lack of insurance coverage). Notes were enclosed in quotation marks or highlighted to distinguish them from information obtained from discrete EHR data. The team was trained to be over-inclusive of potential SDoH, including any reference to life circumstances beyond health conditions and health care.

Finally, the research assistant revised the summary so that, rather than being purely consecutive, chronic conditions (eg, chronic pain and mental health) that were managed over time were described in their own separate sections, enabling readers to obtain the breadth, depth, and longevity of these chronic issues. In a pilot study of this methodology, the principal investigator and each research assistant completed narratives for the same five patients and refined training and instructions to ensure a consistent approach to the narratives. The principal investigator at the health system provided a second review of all final narratives to ensure completeness and to confirm that no personal identifiers were included.

**Textbox 1.** Electronic health record data extracted for all interview participants.

| Sociodemographic factors:          | date of birth, race, ethnicity, health insurance |
| Health behaviors:                  | smoking history, alcohol history, illicit drug history, sexual history |
| Diagnoses:                         | diagnoses associated with clinical encounters, dates of diagnoses |
| Medication:                        | medication orders (name, pharmacy class, dosage, indications), dates of medication orders |
| Utilization:                       | dates of inpatient, outpatient, emergency department encounters, and telemedicine |
| Free-text notes:                   | telephone encounters, health system letters, encounter notes, after-visit summary |

**Analysis**

Central Health and the universities developed a data-sharing protocol to facilitate the merging of the interview and EHR data with minimal risk to participant confidentiality. Under the authors’ guidance, two trained members of the research team coded each interview and EHR narrative using the qualitative software NVivo. We employed an approach called “flexible coding,” which consisted of reading and rereading the interview transcripts line by line and slowly building connections across the different sources of data [15]. We entered the coding process with a list of codes, or “nodes,” that we anticipated based on our review of the literature, but our list quickly expanded to include nodes that the participants, either directly or indirectly, emphasized as salient features and events in their social contexts, daily routines, and health care experiences, leading to approximately 200 nodes. We then used NVivo to systematically analyze relationships between nodes as well as frequencies of occurrences in the data. During this process, the second and third authors, with a team of trained students, created two to three-page narrative summaries, with direct quotes, of each participant’s life history from their interview transcript, providing quick “snapshots” of cases for our reference. At the same time, we did a close reading and mapping of observations in the EHR, notes, and interviews across three major categories: SDoH; stories of “health” and health care utilization/experiences; and interactions between the patient and the clinician. We first documented the similarities and differences between the EHR and patient narrative within each participant’s case, and then compared across cases to refine our concepts, specifying the conditions and contexts that seemed to explain differences across cases, and repeating this process until we had identified a working set of social processes [16].
Results

To date, we have interviewed 88 women, including 51 White, 19 Black, 14 Latina, 2 mixed Black and Latina, and 2 Asian Pacific Islanders. We have extracted the EHR data on all participants with available EHR data and completed the EHR narratives on 66 women. The women ranged in age from 18 to 90 years. We found corresponding EHR data on all but 4 of the interview participants. Participants had contact with a wide range of clinical departments, including family practice, obstetrics and gynecology, specialty care (eg, psychiatry, otolaryngology, infection disease, neurology, endocrinology, cardiology, nutrition services, and ophthalmology), surgery (eg, vascular, general), and emergency medicine. Clinical visits occurred at the main campus of the health system, as well as community practice sites and smaller affiliated hospitals.

Free-text notes were documented by different clinician types, including physicians, nurses, and social workers.

Textbox 2. Selected quotes from electronic health record notes regarding social determinants of health.

<table>
<thead>
<tr>
<th>Financial strain:</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Patient does not have inhalers at home. Does not particularly like and also cost is an issue.”</td>
</tr>
<tr>
<td>“Does not feel it (antidepressant) would help her as a lot of her mood changes are due to financial situation.”</td>
</tr>
<tr>
<td>“Has financial burdens due to having to take care of the grandchildren and feed them for years.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Insurance:</th>
</tr>
</thead>
<tbody>
<tr>
<td>“…she stopped getting them (mammograms) anymore because her insurance stopped paying.”</td>
</tr>
<tr>
<td>“Due to transportation difficulties and lack of insurance, she only attended two prenatal appointments.”</td>
</tr>
<tr>
<td>“During one of the visits this year, the patient noted that she had been doing well on Lipitor years ago for cholesterol but had to go off of it due to a change in her insurance. She requested to go back to Lipitor now that she had better health insurance.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Family trauma:</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Sexually abused by uncle as child and ‘gang raped’ at age 14.”</td>
</tr>
<tr>
<td>“C/o ongoing depression… Worsening over the past year. Feels it started seven years ago after her child of 1 month and 20 days old died from SIDS. Also grew up in foster care and suffered physical and emotional abuse.”</td>
</tr>
<tr>
<td>“Conflict in the home between mom and dad has increased significantly, with patient witnessing most of it. On occasion, she has gotten between mom and dad. Mom concerned about impact on patient.”</td>
</tr>
<tr>
<td>“During this evaluation, it was revealed that the patient’s first husband had verbally and physically abused her prior to their divorce in 2003. As of 2012, the patient is married and lives with her husband and 2 children. Her husband also suffers from chronic pain, and her husband’s brother, who suffers from alcohol abuse, lives with them.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Clinician response to social risk factors:</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Pt… planning to apply for food stamps. Enrolled in WIC. Provided contact info for local pregnancy support programs and childcare subsidy program. Pt declined referral to Nurse/Family Partnership program.”</td>
</tr>
<tr>
<td>“I talked with patient about transferring her to a more long-term, supportive therapist in her community. It has been difficult for her to attend regular appointments d/t to the distance.”</td>
</tr>
<tr>
<td>“Has necessary baby supplies, except care seat, discuss rental from L+D unit.”</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This is an innovative study that brings together two data sources, EHR data and patient voices, to help inform the integration of SDoH into health care delivery. Examining how these two data sources converge and diverge, we will identify successes as well as missed opportunities for capturing and addressing social needs and gain insight into the unintended consequences of these efforts. The goal of this study is to provide guidance to health systems as to how to collect and respond to SDoH.

The participants in the study are women with less than a college education, living in rural communities with high levels of

https://www.researchprotocols.org/2022/3/e36201
community socioeconomic deprivation. We designed the study so that close to half of the sample was Black, Latina, or both Black and Latina. We selected a study population with these characteristics as this population suffers from a lack of health equity and is thus most likely to benefit from better integration of SDoH into medical care. Individuals living in rural communities, for example, are at an increased risk of death from five leading causes (heart disease, cancer, unintentional injury, chronic lower respiratory disease, and stroke) compared to their urban counterparts [17]. Among a large list of disparities for those marginalized racially and economically, life expectancy is shorter among Black individuals compared to White as well as residents of low-income communities compared to high-income communities [18]; infant mortality rates are higher in Black mothers compared to White mothers and among mothers with a high school education compared to those with a college degree; pregnancy-related mortality ratios are higher among Black women compared to White women [19]. This study provides a voice for individuals most likely to experience social barriers to good health. By enrolling White, Black, Latina, and Asia Pacific women, we are also primed to evaluate differences in health system interactions by race and ethnicity.

This study has multiple strengths. First, the study integrates two perspectives through the analysis of EHR data and patient experiences. Second, the study uses more than 25 years of EHR data, enabling the study team to examine social risk factors across the lifespan in a subset of women. Finally, we have developed a novel approach to analyzing EHR data through the development of an EHR narrative based on discrete and free-text data for qualitative analysis. The use of EHR data from a single health system may be a limitation of this study. However, the health system employs more than 1000 physicians and more than 900 advanced practitioners; therefore, the EHR data used in this study is from a range of clinicians in a variety of clinical settings. Our inability to describe the sociodemographic characteristics of the clinicians is a further limitation, given the growing body of literature on the importance of physicians’ characteristics to patients’ health experiences [20,21].

Conclusions
As health systems accelerate attempts to integrate SDoH into the EHR and health care decisions, it is essential that these efforts are informed by the experiences of the patients receiving care, particularly the most vulnerable patients. This study will provide unique insight into the needs and consequences of integrating SDoH into clinical care. This work comes at a pivotal point in time, as health systems, payors, and policymakers accelerate attempts to deliver care within the context of social needs.
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Abstract

Background: Post Intensive Care Syndrome (PICS) was defined by the Society of Critical Care Medicine in 2012 with subsequent international research highlighting poor long-term outcomes; reduced quality of life; and impairments, for survivors of critical illness. To date, there has been no published research on the long-term outcomes of survivors of critical illness in New Zealand.

Objective: The aim of this study is to explore long-term outcomes after critical illness in New Zealand. The primary objectives are to describe and quantify symptoms and disability, explore possible risk factors, and to identify unmet needs in survivors of critical illness.

Methods: This will be a mixed methods study with 2 components. First, a prospective cohort study of approximately 100 participants with critical illness will be followed up at 1, 6, and 12 months after hospital discharge. The primary outcome will be disability assessed using the World Health Organization Disability Assessment Scale 2.0. Secondary outcomes will focus on mental health using the Hospital Anxiety and Depression Scale and the Impact of Events Scale-revised, cognitive function using the Montreal Cognitive Assessment (Montreal Cognitive Assessment–BLIND), and health-related quality of life using the European Quality of Life-Five Dimension-Five Level. The second element of the study will use qualitative grounded theory methods to explore participants experiences of recovery and highlight unmet needs.

Results: This study was approved by the New Zealand Northern A Health and Disability Ethics Committee on August 16, 2021 (21/NTA/107), and has been registered with the Australian New Zealand Clinical Trials Registry on October 5, 2021. SPLIT ENZ is due to start recruitment in early 2022, aiming to enroll 125 patients over 2 years. Data collection is estimated to be completed by 2024-2025 and will be published once all data are available for reporting.

Conclusions: Although international research has identified the prevalence of PICS and the extent of disability in survivors of critical illness, there is no published research in New Zealand. Research in this field is particularly pressing in the context of COVID-19, an illness that may include PICS in its sequelae.

International Registered Report Identifier (IRRID): PRR1-10.2196/35936
KEYWORDS
COVID-19; critical illness; disability; intensive care unit; survivorship; Post Intensive Care Syndrome

Introduction

Overview

In-hospital mortality for patients treated in intensive care units (ICUs) in New Zealand and Australia is low, with a high proportion of patients surviving to hospital discharge and beyond [1,2]. In part, due to population aging, patients are presenting to the ICU who are increasingly complex [3]. Those with advanced age, medical frailty, and multiple comorbidities are more likely to have high acuity, have long ICU stays, and importunate reliance on multi-organ support and mechanical ventilation [4,5]. The term persistently critically ill (PerCI) is used to describe patients who, in addition to a long length of stay in ICU, are at high risk for ongoing disability and poor quality of life after discharge from the hospital [6,7]. This complex group have a variety of initial conditions and are a growing proportion of patients treated in the ICU [2]. Although different cutoff points for length of stay have been used to define them [3,4], it is generally considered that around days 6-10 of the ICU stay represents the juncture at which the patient moves from being acutely ill to being PerCI [4]. Although they account for only 5% of total patients presenting with critical illness in Australia and New Zealand, they use 33% of all ICU bed days and 15% of all hospital bed days [3,4]. Approximately 1 in 6 patients meet the criteria for being PerCI in Australasian ICUs at any time [3,5,6].

The recovery and survivorship journey of these patients is challenging and burdensome. Even before the COVID-19 pandemic, there had been a growing emphasis on the high morbidity and poor quality of life for patients who have been critically ill [8]. A decade ago, Cuthbertson et al [9] reported that quality of life was significantly degraded in patients who are critically ill up to 5 years after critical illness. Herridge et al [10] reported that this was compounded by exercise limitation and physical and psychological sequelae and was associated with increased use of health care services. Other studies have also consistently reported similar poor outcomes across multiple areas of functioning, including mental health, neurocognitive, social, and physical domains [8,11-13]. Since an inaugural stakeholder meeting of critical care experts from the Society of Critical Care Medicine [14], this constellation of poor outcomes in baseline activities of daily living and cognitive dysfunction; hence, it was able to explore the role of critical illness in the development of new impairments. Three months after discharge, between 25% and 33% of patients had new cognitive impairment, new functional disabilities, or symptoms of depression, with many of these problems persisting after 12 months. Although most patients were assessed as having problems in 1 PICS domain (39% and 35% at 3 and 12 months, respectively), a substantial proportion of patients had problems in 2 domains (19% and 16% after 3 and 12 months, respectively), whereas a smaller group of patients had problems in all 3 domains (6% and 4% at 3 and 12 months, respectively).

Patient-centered outcomes in survivorship research are strongly emphasized [38]. Several studies have reported low quality of life, high levels of disability, and low rates of return to work in relation to PICS [8,9,22,30,39-42]. Hodgson et al [8] explored the concept of PICS and mapped patient difficulties to the World Health Organization International Classification of Functioning Disability and Health. Disability was assessed among 262 Australian survivors of critical illness after 6 months using the World Health Organization Disability Assessment Schedule (WHODAS) 2.0 [43]. The WHODAS was developed to measure disability across six major life domains: cognition, mobility, self-care, interpersonal relationships, work and household roles, and participation in society. The study reported disability was highly prevalent in survivors after six months, with 75% of participants experiencing variable levels of disability. More specifically, 50% experienced mild disability and 25% had moderate to severe disability. Those with moderate to severe disability were more likely to have a history of depression and anxiety and a longer duration of mechanical ventilation; a worse health-related quality of life; and significant reductions in mobility, personal care, and activities. Furthermore, only 40% of the patients had returned to work or study because of their

continues [17]. Irrespective of the cause of presentation to the ICU, nearly one-third of patients who are critically ill will go on to experience an element of PICS in their recovery, which warrants urgent attention [12].

Background to the Study

Much of the understanding of PICS comes from follow-up clinics in the United Kingdom and the United States [18]. Published research consistently reports long-term impairments and other negative outcomes in patients with critical illness. Initial studies explored impairments related to specific symptoms such as fatigue, memory loss, cognitive dysfunction, depression, anxiety, posttraumatic stress disorder (PTSD), insomnia, prolonged ICU-acquired neuromuscular weakness, and alopecia [19-36]. However, more recently, a unifying definition has been used to better characterize domains of cognitive, mental health, and functional sequelae for PICS [14,37]. For example, in a multicenter cohort study, Marra et al [12] explored and quantified recovery outcomes in 406 survivors of critical illness. This study did not recruit patients with pre-existing impairments in baseline activities of daily living and cognitive dysfunction; hence, it was able to explore the role of critical illness in the development of new impairments. Three months after discharge, between 25% and 33% of patients had new cognitive impairment, new functional disabilities, or symptoms of depression, with many of these problems persisting after 12 months. Although most patients were assessed as having problems in 1 PICS domain (39% and 35% at 3 and 12 months, respectively), a substantial proportion of patients had problems in 2 domains (19% and 16% after 3 and 12 months, respectively), whereas a smaller group of patients had problems in all 3 domains (6% and 4% at 3 and 12 months, respectively).
disabilities, consistent with results reported by other studies [27,39-41,44,45]. Return to work has important implications not only for the individual but also for the family, wider community, and society at large.

The Experience of Recovery

Qualitative work exploring patient accounts of recovery and PICS, compliments and improves the understanding of recovery after ICU treatment. This type of research adds depth and context to quantitative findings and allows patients to tell their own stories of recovery, coping, and transition to a new life. Several qualitative studies report that individual patient experiences can have elements that are unique and that the pace of recovery and trajectory are different from one person to the next [46]. Themes that are common to ICU survivorship include adjustment, acceptance, transition, and liminality (ie, giving up an old life) [47]. Kang and Jeong [48] described survivors’ recovery as being characterized by a need to embrace vulnerability, struggling through, moving from crisis to crisis, and progressing onward to a period of acceptance of their new selves. Through coping and internal and external support, survivors gained a new perspective on normality [49]. Only 1 qualitative study has been completed in New Zealand to date, which was solely focused on the ICU experience and interviews with the patient while still in the ICU [50].

Critical illness has a profound long-term impact on patients undergoing recovery. Not only do impairments related to cognition, mental health, and physical function create new and lasting disabilities but quality of life, return to work, and social functioning are also affected. To date, no studies of survivorship or long-term outcomes beyond mortality have been reported in New Zealand [51]. Research on the health system in New Zealand is important because of the specific nature of its population and health care system context. These unique aspects include the relatively low availability of ICU beds in relation to other health systems in high-income countries; the distinctive ethnic makeup within New Zealand society; and elements of the New Zealand health system, such as subsidized primary care services, a no-fault system for support after accidental injury, and the geographic distribution of the population. It is important that New Zealand–based qualitative and quantitative research explores the challenges that ICU patients in New Zealand face once home in recovering, both from and with PICS. Equally pressing is the need to understand the journey of New Zealand’s indigenous Māori population. To understand what Māori need to flourish during critical illness recovery, what support is needed and what are the unique health needs of our first nation population is urgently needed. This research protocol outlines and describes a mixed methods study to evaluate and quantify PICS in survivors of critical illness in New Zealand.

Aims and Objectives

The aims of this study are as follows:

1. To estimate the proportion of intensive care survivors with moderate or severe disability at 1, 6, and 12 months after hospital discharge.
2. To describe the data distributions of relevant clinical variables and baseline characteristics of ICU survivors.
3. To understand the survivorship and recovery journey and describe unmet health needs in ICU survivors. A conceptual model of barriers to and facilitators of coping will be developed using grounded theory (qualitative study).

It is anticipated, and will be formally tested, that at least 20% of the adult patients who have had a prolonged stay in the ICU will experience moderate to severe disability in at least one domain of functioning in the year following critical illness.

Trial Design

Quantitative Prospective Cohort Study

This study will be a mixed methods design with 2 components. The first component is a prospective cohort study using validated tools to assess and quantify the level of disability in the 12 months after critical illness. Outcomes will be assessed at three time points: 1, 6, and 12 months after hospital discharge. These times reflect clinically relevant points in the patient’s recovery, as identified in past research [31]. Disability will be quantified and assessed according to the WHODAS 2.0 (WHODAS-12). This will be the primary outcome measure.

Secondary outcomes will be health-related quality of life, mental health, and cognition assessed using validated tools at 1, 6, and 12 months. These tools have been chosen based on recommendations from expert committees and international research [37,52,53].

Qualitative Study

The second component is a qualitative study that will explore the process and experience of recovery for participants using the grounded theory [54]. The main purpose of the qualitative study is to identify the ongoing needs (met and unmet) in the year following critical illness, to facilitate the participant to tell their story of recovery, and to tease out the themes that drive recovery and the barriers that prohibit it. The grounded theory has been chosen as the methodology because it is well suited to social science research and has been used in several studies on ICU survivorship using both constructivist and classic approaches [47,48]. It is a rigorous and pragmatic model that incorporates a systematic but flexible approach. Moreover, the grounded theory is particularly well suited to research involving life transitions and the psychological responses to them [55] and has been used effectively alongside quantitative studies in mixed methods research [56]. This design will use a nested convenience sample conducting semistructured interviews between 6 and 8 months after discharge. Recruitment will involve sequential sampling initially, moving to theoretical sampling thereafter. Depending on thematic saturation, the grounded theory will dictate the number of participants required for the qualitative study.

This mixed methods study design has been chosen to highlight and quantify disability following a critical illness alongside qualitative data to bring context and provide a broad understanding of the recovery journey for survivors in New Zealand. Identifying the ongoing needs, barriers to recovery, and coping strategies will inform the development of resources.
or interventions to better support the long-term recovery of future patients with critical illness.

**Methods**

**Participants, Interventions, and Outcomes**

**Study Setting**

This will be a single-center prospective cohort study with all participants recruited at a 24-bed, tertiary ICU (Wellington ICU). This unit has a catchment population of approximately 1 million people in central New Zealand, admitting approximately 1800 people per year. Patients can be selected from within a geographic radius of 300 km, and research participants may be from across New Zealand’s lower North Island and upper South Island at follow-up. The study may be extended to other New Zealand ICU’s if the impact of COVID-19 affects recruitment such that a sample size cannot be reached in Wellington.

**Eligibility Criteria and Sample**

The study sample will include all adult patients admitted to the Wellington ICU who meet the inclusion criteria within the recruitment period. This is likely to comprise a mix of patients with various conditions and acuity. Where possible, the inclusion and exclusion criteria have been designed to capture patients who are likely to have evidence of PICS while minimizing and excluding the effects of any pre-existing conditions that may worsen because of critical illness.

**Inclusion Criteria**

All participants will be adult (aged >18 years) ICU patients admitted to the Wellington ICU who have been in an ICU for 7 or more consecutive days or patients who were mechanically ventilated for >72 hours. This inclusion criterion has been designed to capture patients who are most likely to experience poor outcomes once they are home, based on previous research [57]. Patients who have been in another New Zealand ICU or critical care unit before retrieval to the Wellington ICU will be included if both admissions combined is ≥7 days.

Mechanical ventilation is defined as a positive pressure ventilation (PPV) mode via an endotracheal, nasotracheal, or tracheostomy tube. Patients who have been extubated from PPV for a period and then reintubated will also be included if both periods of PPV exceed 72 hours.

Patients with known depression or anxiety will be included because these low prevalence mental health conditions are common, and it would be unreasonable to exclude them. This is a limitation acknowledged in the study by Marra et al [12]. If the participant has experienced previous mental health issues but where mental health information may not be evident from their medical records, this will be ascertained at the first follow-up and the patient will be directly asked the following questions:

- Have you ever been diagnosed with a mental health problem by a physician or psychologist?
- If so, what was the diagnosis they made?

**Exclusion Criteria**

People are not eligible for the study if they present with the exclusion criteria outlined in Textbox 1.

**Textbox 1. Exclusion criteria.**

- >18 years
- Non-English speakers
- Not expected to survive their hospital stay as identified by an intensive care unit (ICU) senior medical officer once the inclusion criteria are met
- Have significant challenges for follow-up, for example, are prisoners or are homeless
- Have the following pre-existing conditions:
  - Neuromuscular disorders, for example, muscular dystrophy, multiple sclerosis, myasthenia gravis, or Guillain Barré syndrome
  - Neurodegenerative disease
  - Psychiatric disease or intellectual disability in which patients are already mentally, cognitively, or functionally impaired before ICU admission (identified from the patient’s health history)
  - Moderate to severe cognitive impairment, as recorded in the patient electronic health records and medical notes
  - Presented to ICU with stroke, neurotrauma, status epilepticus, hypoxic or ischemic brain injury, or encephalopathy
  - Have any other disease or disorder which, in the opinion of the principal investigator may influence the result of the trial

**Intervention Description**

This study has no active intervention but is based on collecting clinical data from eHealth sources and more in-depth responses to the research instruments that are described in the following sections. After informed consent is obtained, baseline data will be collected, including admission details, demographics, ethnicity, and baseline function (Charlson Comorbidity Index and Clinical Frailty Score). Clinical data collected will include diagnosis and the duration of therapies such as intubation, sedation, renal replacement therapy, antibiotic therapy, and mechanical ventilation. Data regarding time to negative
polymerase chain reaction test (COVID-19 patients only) and complications during the ICU stay (delirium, ventilator-associated pneumonia, sepsis, and others) will also be collected.

Follow-up will be scheduled at 3 time points during the study. These are at 1, 6, and 12 months after discharge from the hospital. At these follow-up periods, the following tools or outcome measures will be completed by telephone: World Health Organisation Disability Assessment Scale (WHODAS) 2.0, Montreal Cognitive Assessment–BLIND, Hospital Anxiety and Depression Scale, Impact of Events Scale-revised, and European Research Foundation-Five Dimension-Five Level.

**Qualitative Component**
Participants will be approached at their 6-month follow-up, and after questionnaire completion, they will be invited to be part of a nested sample of the main study. Sequential sampling will be used initially, moving to the theoretical sampling approach, as per the grounded theory [54]. Thematic saturation will dictate the number of participants required for the qualitative study. All interviews will be undertaken by the principal investigator (PI) to ensure consistency. Participants will take part in audio recorded interviews using either face-to-face, Zoom, or telephone interviews, a method that is feasible or preferred for the participant and in line with any government-mandated COVID-19 restrictions.

**Criteria for Discontinuing or Modifying Allocated Interventions**
Participants will be contacted 1-2 weeks before the time of follow-up. Those who do not respond after 3 phone calls will be considered lost to follow-up and no further data will be sought. Data collected until that point will continue to be used.

Participants who have been readmitted to the hospital at the time of follow-up will continue to be enrolled in the study, with assessments deferred until they are discharged home again. If the participant has died, the date and causes of death will be recorded and data collected up to that point will be used, and the person will be withdrawn from the study.

As part of the informed consent process, participants will be told that they can withdraw at any time and do not need to provide any reason for withdrawal. Participants who wish to withdraw, as communicated verbally or in writing, will be withdrawn immediately. Data collected until that point will still be used and communicated to participants via the information or consent form.

**Strategies to Improve Adherence to Interventions**
The study has been designed to minimize the burden on participants. First, several methods of obtaining consent have been created so that participants can engage the way they find easiest and most convenient, for example, web-based, paper mail out, mobile phone SMS text messages, or other means. Second, the outcome measures and questionnaires have been chosen based on participant ease, tolerability, and feasibility in mind, while also ensuring that they are responsive and valid. Third, reminder texts and emails will be sent before all follow-ups. Fourth, participants will be able to select their preferred data collection method. If in-person interviews occur, the PI will travel to the participant (there is funding for travel granted in this study). As an additional incentive, a small gift will be offered to the participants in the qualitative study.

**Relevant Concomitant Care Permitted or Prohibited During the Study**
All relevant concomitant care and interventions will occur during the study in relation to the routine and expected clinical care of the participants, and participants will be advised to continue recovery and rehabilitation as advised by their care provider.

**Outcomes Measures for the Quantitative Study**
There is currently no standardized, comprehensive tool to measure PICS, with >250 separate tools in existence [58]. Although research into validated tools such as PICS questionnaires is beginning to emerge, this research is limited and not generalizable to the New Zealand population [49]. The outcome measures chosen to emphasize a set of core outcome measures that are valid, responsive, and specific. This will ensure the same reproducible outcome measures, with comparability between studies and the generation of good quality meta-analyses [59].

Several international critical care expert committees have published recommendations in the core outcome sets (COSs) that should be used in research evaluating long-term outcomes in ICU survivors [37,52,53]. In addition, the development of COS for COVID-19 research is also emerging, with an Australian study evaluating 6-month outcomes after COVID-19 using WHODAS, European Research Foundation-Five Dimension-Five Level, Montreal Cognitive Assessment–BLIND, Hospital Anxiety and Depression Scale, and the Impact of Events Scale-6 with success [16]. WHODAS 2.0 and the secondary outcome measures used in both studies by Hodgson et al [8,16] will also be used for SPLIT ENZ, which have been shown to be reliable, valid, and responsive. Additional measures will include mortality and return to work (or study) (as assessed using the WHODAS 2.0). With guidance from the COS and other high-quality published research [8,12,16,37,52,53], the outcome measures chosen for this prospective cohort study are summarized in Table 1.
Table 1. Primary and secondary outcome measures.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Domain measured</th>
<th>Use and scoring</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcome measure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WHODAS² 2.0 [43]</td>
<td>Function</td>
<td>The 12-item WHODAS 2.0 covers 6 domains of functioning with scores from 0 (no difficulty) to 4 (extreme difficulty). The total score between 0 and 48, is then divided by 48 and multiplied by 100 to convert it to a percentage of maximum disability as follows: no disability (0%-4%), mild disability (5%-24%), moderate disability (25%-49%), severe disability (50%-95%), and complete disability 96% to 100%.</td>
</tr>
<tr>
<td><strong>Secondary outcome measures</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EQ-5D-5Lb [60]</td>
<td>Health-related quality of life</td>
<td>Measured in five domains: mobility, personal care, usual activities, pain, anxiety, and depression. Each dimension has 5 levels (no problems=1 to extreme problems=5). The EQ-5D-5L consists of two pages: the EQ-5D descriptive system and the EQ VASc. The EQ VAS is used as a measure of overall self-rated health status as a numerical score.</td>
</tr>
<tr>
<td>HADs [61]</td>
<td>Depression and anxiety</td>
<td>The HADS contains fourteen questions: 7 to assess anxiety and 7 for depression. For the 14 questions, a 4-point Likert scale (range 0-3) gives a possible score of 0 (none) to 21 (severe) for each of the two subscales: 0-7 indicate normal or no anxiety or depression symptoms, ≥8 to 10 indicate clinically significant anxiety or depression symptoms (borderline cases), and ≥11 indicate severe psychological distress.</td>
</tr>
<tr>
<td>IES-r [62]</td>
<td>PTSD [62]</td>
<td>There are 22 questions that cover the three diagnostic clusters: intrusion; avoidance (8 questions each); and hyperarousal (6 questions). Respondents report on a 5-point Likert scale: not at all (item score 0) to extremely (4) how distressed they have been in the past 7 d in relation to a specific event. The IES-r yields a total score (ranging from 0 to 88) and subscale scores can also be calculated for the intrusion, avoidance, and hyperarousal subscales. The total mean IES-r score is the sum of the means of the 3 subscale scores. The maximum mean score on each of the 3 subscales is 4, therefore the maximum total mean IES-r score is 12. A total IES-r score of 33 or more from a theoretical maximum of 88 signifies the likely presence of PTSD.</td>
</tr>
<tr>
<td>MOCA [63]</td>
<td>Cognitive function</td>
<td>The total possible score is 22 points; a score of 18 or above is considered normal. Cutoffs have not been validated in patients who are critically ill.</td>
</tr>
</tbody>
</table>

---

aWHODAS: World Health Organization Disability Assessment Schedule.
bEQ-5D-5L: European Research Foundation-Five Dimension-Five Level.
cEQ VAS: EuroQol visual analogue scale.
dHADS: Hospital Anxiety and Depression Scale.
eIES-r: Impact of Events Scale-revised.
fPTSD: posttraumatic stress disorder.
gMOCA: Montreal Cognitive Assessment.

**Participant Timeline**

The timeline of SPLIT ENZ study schedule is shown in Figure 1.
Sample Size—Quantitative Study

All adult patients admitted to the Wellington ICU between February 2022 and February 2024 who are eligible will be invited to participate. Admission modeling suggests that this will give approximately 100 potential participants. The anticipated sample size of 100 gives a 95% CI for a proportion of plus or minus 10%. This sample size has 80% power to test that the proportion with PICS in less than approximately 10% or more than approximately 30% based on an assumed proportion of 20%.

Recruitment Overview

Despite the broad inclusion criteria, it is likely that recruitment may be slow and that completion to follow-up may also be low. Slow recruitment may reflect the patient cohort, which is typically the emphasis on studies of PICS and likely so with this study. These patients, historically termed PerCI [3], have the longest stays in the ICU but reflect only 5% of all patient admissions to the ICUs in Australia and New Zealand. In addition, New Zealand has the lowest proportion of ICU beds per 100 compared with the rest of the Organisation for Economic Co-operation and Development countries [64], which affects overall admission rates and potential recruitment of participants.

It is anticipated that a significant proportion of patients may also fail to reach study completion because of in-hospital death (but after ICU discharge) and death at home. International studies report variable mortality rates in the post-ICU year, between 20% and 50% for a variety of critically ill subpopulations [13,57,65]. One subpopulation in particular, patients with COVID-19 are also reported to have mortality rates.
rates as high as 30%, 6 months after discharge, and ICU mortality rates between 50% and 97% [66]. During the course of the study, the application of new therapies may change the survival experience of these patients with an uncertain effect on recruitment and follow-up [67]. The SPLIT ENZ team acknowledges these limitations and aims to ensure as many participants complete follow-up, by extending the recruitment period for up to 2 years. This should ensure that sufficient participants have data available at 6 months.

**Qualitative Study Sample Size**

Participants will be approached to participate in the qualitative study at the scheduled 6-month follow-up for the quantitative study. This sample will be generated sequentially from the main quantitative cohort (nested sample) and will be consented separately. Participants will be approached at the 6-month telephone follow-up, and verbal and written consent will be sought. Recruitment will continue, and interviews are completed until (thematic) data saturation is reached. As the grounded theory moves through the process of continuous recruitment, data collection, analysis, coding, and thematic exploration simultaneously, these processes inform the number of participants required to reach saturation of themes [54]. In this instance, the sample size is not preset, but it is likely to include an estimated sample of 15-20 participants.

**Significance to Māori**

Between 10% and 20% of patients admitted to the Wellington ICU each year are of Māori ethnicity. In New Zealand, Māori account for 17% of the total population [68] and experience health disparities across most major health, education, and psychosocial sectors. High rates of inequity, socioeconomic disparity, and increased barriers to access at all levels of health care exist for Māori [68]. Therefore, it is important that this study sample is reflective and inclusive to ensure that the voice of Māori participants is heard, something that is currently missing in New Zealand. The qualitative aspect of this study will be an important method by which we may understand the recovery journey, understand what helps Māori to flourish, and identify what unmet needs and barriers to recovery remain. Boosted sampling will be used to ensure that a high number of Māori participants are included in the qualitative part of the study sample. The researchers consulted with the Wellington, New Zealand Research Advisory Group for Māori, the Kaupapa Māori research network, and the Ngāi Tahu Research Consultation Committee at Otago University. This research protocol has been supported by these groups.

**Data Collection, Management, and Analysis**

**Data Collection Completed Once Deemed Eligible and Once the Patient has Consented**

The following data will be extracted from the ICU database, electronic and paper-based patient notes, and ICU observation charts (Textbox 2).
Textbox 2. Data to be collected once eligible and after recruitment.

Initial details to be collected once patient meets eligibility criteria
- Key intensive care unit (ICU) and hospital admission and discharge dates
- Contact details for patient and next of kin
- Demographics
- Diagnosis

Subsequent data collection once patient consented
- Clinical frailty score
- Apache II and Apache III scores
- Charlson Comorbidity Index and types of comorbidities
- Admission sequential organ failure score

Length of stay and funding
- Accident Compensation Corporation funding (yes or no)
- Hospital length of stay
- ICU length of stay

Measures of clinical status or acuity
- Number and type of clinical complications in the ICU (described and listed)
- \( \text{PaO}_2/\text{FiO}_2 \) ratio per day while mechanically ventilated
- Number of reintubations/failed extubation or extubations during ICU stay

Duration (hours/days) of interventions
- Renal replacement therapy (continuous or intermittent dialysis), extracorporeal membrane oxygenation, vasopressors, invasive hemodynamic monitoring, and antibiotic therapy duration
- Time to negative polymerase chain reaction test and if isolated for COVID-19
- Daily oxygen therapy, specifying high-flow nasal prongs and low-flow oxygen (ie, via nasal prongs), noninvasive ventilation and direct tracheostomy interface
- Oxygen free days
- Mechanical ventilation duration hours/days and mode
- Time to extubation and tracheostomy decannulation
- Tracheostomy weaning duration
- Sedation types and doses per day
- Mean Richmond Agitation Sedation scores per day
- Paralysis agents (neuromuscular blocking agents) doses and type per day
- Delirium duration hours/days as evidenced by the Confusion Assessment Method for ICU scores

Other
- Best daily ICU mobility score (if recorded)
- Chelsea Critical Care Physical Assessment Score (if completed at ICU discharge)
- If a patient diary was assigned to the patient in the ICU

Data to Be Collected at Follow-up
Follow-up data will consist of questionnaires administered by the PI over the telephone, using the primary and secondary outcome measures described in Table 1. The data will be recorded on data collection forms in accordance with the tool creators’ specifications after any required training has occurred. In addition, the participants will also be asked if they have tested positive for COVID-19, as this may influence the results of questionnaires.
Qualitative Study Data

The following key themes are explored based on previous research highlighting themes common to the recovery experience [47,48]:

- Experience of recovery overall
- Coping strategies and things that facilitate recovery (eg, spiritual, family, and social connectivity)
- Barriers, including met or unmet needs

Grounded theory will be undertaken to guide data collection during semistructured recorded interviews. Several data collection strategies will be used during the process: simultaneous collection and analysis of data, open and axial coding with comparative analysis (within cases and across cases), refining theoretical ideas, and memo writing [54,69]. Interviews will be audio recorded transcribed verbatim, coded, and checked for accuracy with another researcher. The PI will independently read and code the transcripts, the codes will be examined, and by an iterative process, the codes will be condensed into similar themes [69]. A second researcher will check the transcripts for truth and completeness. To achieve saturation of the themes, researchers will move back and forth between data collection and analysis, reidentifying themes and subthemes [69]. Work completed early in the study will inform subsequent recruitment using theoretical sampling data collection and analysis.

Outcome Measures for Qualitative Study

The following outcomes or themes were used to guide the interviews: ultimately, as part of the qualitative study, we will present a conceptual model of barriers and facilitators to coping for ICU survivors.

Plans to Promote Participant Retention and Complete Follow-up

Strategies will be used to maximize continued recruitment throughout the study. These include ensuring that consent is easy, follow-up is not arduous, and patient or family preferences are understood. Regular contact will also be made with participants to ensure engagement throughout the study period (text or mail reminders), and clear written information will be delivered before follow-up.

Data Management

Patients will be allocated a unique study number by the PI. Study data and enrollment logs will be kept separate in a locked research office at the study center. Once the unique participant number is allocated, documentation will be deidentified and referred to only using that number. Data will be coded and entered into Microsoft Excel spreadsheets and Microsoft Word documents. Data will be stored securely in a locked research office for 10 years or in a password-protected secure computer file.

Results

Statistical Methods for Primary and Secondary Outcomes

Overview

Continuous variables will be described by mean and SD, median and IQR, and minimum to maximum values. Appropriate frequency histograms and boxplots will also be used to summarize the data distributions. Categorical variables will be described by numerators and denominators, and proportions will be expressed as percentages.

Proportions will be estimated together with CIs using standard binomial methods. It is anticipated that asymptotic methods for the CIs will be satisfactory; however, if there are many small frequency counts, exact binomial methods will also be used (aim I).

Associations between disability measured by the WHODAS and potential univariate predictors will be examined by logistic regression with disability categorized and moderate or severe versus lesser degrees of disability. As a sensitivity analysis, WHODAS will be treated on a continuous scale and ordinary regression used. For the latter, normality assumptions will be assessed by residual analyses to determine if a data transformation will be needed or if another form of regression such as ordinal regression might be more suitable. With an anticipated 25-30 participants with moderate or severe disability, this gives limited scope for multivariate analysis, but as discussed in the following sections, a more limited number of potential predictors will be used in a multivariate model to determine if associations remain after adjusting for confounding.

We selected a priori the following covariates as potential predictors of disability after intensive care admission: age, gender, ethnicity, APACHE II and III score, sequential organ failure score, duration of sepsis (days), frailty score, Charlson Comorbidity Index, length of ICU stay reported in days, duration of mechanical ventilation (in hours), duration of delirium (reported as days the patient was Confusion Assessment Method for the ICU positive), total doses of sedation, use of benzodiazepines, use of neuromuscular blocking agents, previous history of depression, anxiety, or PTSD (obtained from medical records, ICU database admission, and Medical Admissions Portal) and whether the ICU admission was for cardiothoracic surgery whereby the patient underwent cardiopulmonary bypass. Drug doses (sedative agents, benzodiazepines, and neuromuscular blocking agents) will be transformed into mean doses per day and analyzed over the number of days received.

Each of these potential predictors will be examined using univariate predictors with accompanying illustrative plots. In general, the analysis strategy will treat disability as a dichotomous variable and use logistic regression to estimate odds ratios for association and as discussed to explore linear regression and ordinal regression treating the WHODAS as a continuous response variable and possibly as an ordinal response variable. Although the primary interest is in disability after 12 months, the associations at earlier points, 1 month and 6 months,
will also be estimated. At least one study has categorized disability based on the WHODAS-12 as none, mild, and moderate to severe disability [70]; however, it is likely to be more useful to explore if the instrument can be used on its native scale or use ordinal regression based on the full range of scores rather than other cutoff values.

Although not directly related to the study aims, mortality will also be assessed using the Kaplan–Meier curves and associated estimates of median or, where relevant, other percentiles, survival.

**Subgroup Analyses**

Subgroups of patients of interest will be those with a history of depression, anxiety or PTSD; those who have undergone postcardiac surgery and cardiopulmonary bypass in the preceding 3 months before ICU admission (and are at high risk for postoperative cognitive dysfunction) [71], those categorized by COVID-19 and non–COVID-19 illness, and ethnicity. Whether proportions with PICS or other outcomes differ in relation to these subgroups will be explored using interaction terms in the regression analyses.

**Data Monitoring**

Data monitoring for quality will be maintained within the SPLIT ENZ team, and there is no formal outside data monitoring committee that will be used as part of this study. No formal interim analysis will be performed as part of this study.

**Reporting Adverse Events and Patient Safety**

Any adverse events as part of this study will be discussed and managed within the SPLIT ENZ team and documented in the study file notes or data collection sheet. If there is a patient safety issue, this will be managed by the coordinating investigator in conjunction with the SPLIT ENZ team, and the escalation plan will be followed and documented.

There are no provisions for posttrial care, as this is a low-risk study. However, it is anticipated there may be a proportion of patients who require ongoing support from their health care provider (general practitioner [GP]) during the follow-up period. If the patient is found to be in distress with unmanageable symptoms at any of the follow-up periods, consent will be sought to contact the patient’s GP will be asked to provide help and treatment where possible. The PI will be responsible for ensuring that the GP is contacted and made aware, and a note to file will be created in the patient’s notes. At all study follow-up calls, the participant will be encouraged to have a support person with them if they wish.

**Ethics, Consent, and Dissemination**

**Research Ethics Approval and Protocol Amendments**

This study has received full ethics approval from the New Zealand Northern A Health and Disability Ethics Committee on August 16, 2021 (21/NTA/107), and has been registered with the Australian New Zealand Clinical Trials Registry on October 5, 2021 (12621001335886). In light of the sudden outbreak of the Delta and Omicron strain of COVID-19 in New Zealand in August 2021, further protocol amendments were sought to ensure the overall study design, consent processes, and outcome measures were appropriate for patients admitted to the ICU with both COVID-19 and non–COVID-19 disease. Approval was granted for the protocol amendments on November 10, 2021, from the New Zealand Northern A Health and Disability Ethics Committee.

Any further changes to the protocol that may affect the conduct of the study or patient safety, including modifications to study objectives, study design, patient population, sample sizes, or study procedures, will require formal amendments to the protocol. Any such amendments will be agreed to by the SPLIT ENZ research group and must be approved by the Health and Disability Ethics Committee before implementation and notified to the health authorities and study sites in accordance with local regulations. The Australian New Zealand Clinical Trials Registry will also be updated with any relevant changes or updates.

Minor changes to the protocol (eg, corrections and clarifications that have no effect on the way the study is conducted) will be agreed to by the research group and logged on the Health and Disability Ethics Committee website.

**Consent**

During the recruitment period, the ICU patient database will be screened daily by the PI. Once potential participants have been identified as meeting the inclusion criteria, they will be screened to ensure that none of the exclusion criteria apply. If the person is eligible for recruitment, they and their families will be approached by the PI. It is highly likely that patients will be unable to provide consent at that time, so their family will be given information about the study and informed that once the patient is able to give consent, they will be approached by the PI. All consent processes will be managed by the PI.

An approach consistent with section 7.4 of the New Zealand Health and Disability Code [72] will be used to obtain consent. However, it is acknowledged that the consent process may require contingencies with the uncertainty around national COVID-19 restrictions and future lockdowns. There are 2 processes and contingencies to obtain consent in these circumstances. The following section outlines the different scenarios and their contingencies.

**When Consent Can Be Gained in Hospital**

Consent will be gained from prospective participants before discharge from the hospital (while recovering on a ward) when they are competent to give informed consent (ie, they are able to comprehend and communicate their wishes). The patient and family will be given all the necessary information about the study by the PI in a face-to-face meeting, and consent forms will be provided to the patient. The patient will be given sufficient time to think about participation, and if they are willing to take part, signed consent forms will be collected.

**Where Consent Cannot Be Gained in Hospital**

If the patient cannot consent while in Wellington hospital or they are transferred to another facility or domicile before the opportunity to gain written consent occurs, there are several options that will be used. First, an initial phone call to engage with the patient and the family will be made. If verbal consent
is given, the consent form can be mailed out or emailed to participants with written information about the study. Prepaid envelopes will be provided for mailing back to the coordinating center. If the patient finds it easier to take a photo of the signed page and send it this way, it can be done via email or texting back to the PI. For participants who prefer an electronic method, a web-based consent process via the REDCap (Research Electronic Data Capture; Vanderbilt University) system has also been created.

**Qualitative Study Consent**

At the 6-month follow-up, the participant will be invited to further partake in qualitative interviews with the PI. All information will be mailed or emailed to the potential participants if they indicated that they would like to take part.

**Confidentiality**

All personal, demographic, and identifying data will be managed as stated under the Data Management section. Consent will be sought at the time of follow-up to alert the participant’s family physician if the researchers become aware of urgent or follow-up care that is needed, and this discussion will remain confidential. All reporting and publication of data will contain fully deidentified data and will undergo stringent peer review before publication in accordance with the journal’s editorial policy.

**Access to Data**

Patients will be allocated a unique study number by the PI. Study data and enrolment logs will be kept separate in a locked research office at the study center. Once the unique participant number is allocated, documentation will be deidentified from there on in and referred to using that number. The data will be archived for 10 years in accordance with the University of Otago guidelines. Only the PI will have access to the raw data, but the wider SPLIT ENZ team will have access to the final data set that will be published once the study concludes. Outside investigators may contact the PI for any data at the conclusion of the study and the publication of the results.

**Composition of the Coordinating Center**

The coordinating center consists of the PI supported by the SPLIT ENZ supervisory team (PS, SEP, EB, and MW). Although there is no formal outside trial steering committee for this study, all trial design queries and quality control oversight will be undertaken with guidance from the SPLIT ENZ supervisory team. If any further advice is required outside of this team, the PI will approach the ICU research team, where the PI is located.

**Dissemination Plan**

The study protocol is registered with the Australia and New Zealand Clinical Trials registration and is freely available on the web.

At consent, participants will be asked if they would like a copy of the study results, and this will be shared with them after study completion.

Data will be freely shared (with appropriate privacy and confidentiality oversight) at the completion of the study with other health professionals, researchers, and study sponsors as applicable.

**Discussion**

**Overview**

This study will be the first of its kind in New Zealand and will contribute to understanding of the challenges and level of disability patients face once home, recovering from a critical illness. Despite the appropriate and commendable government response to COVID-19 and the emergence of the Delta, Omicron, and possible future variants, New Zealand traverses a likely future with endemic COVID-19. It is crucial that research is undertaken to understand recovery, survivorship, and quality of life after critical illness. Although this study was originally designed to focus on patients without COVID-19, it is important to recognize that all patients who are critically ill are vulnerable to PICS from a variety of causes and illnesses; hence, both are eligible to be included in this study. Although some authors have postulated both PICS and long COVID-19 are the same entity [73], it is important to highlight that there are some tangible differences among them. For example, there is evidence that many patients infected with SARS-CoV-2 undergo significant acute lung injury leading to chronic dyspnea, with fatigue, mental health and memory problems persisting even in young home-isolated adults who were not even admitted to the ICU [74]. This study will include both patients with COVID-19 and non–COVID-19, with outcomes analyzed separately owing to the differences with long COVID-19 and PICS. Nonetheless, the overall emphasis is on highlighting the recovery journey for New Zealand survivors of critical illness, irrespective of cause of illness.

**Conclusions**

SPLIT ENZ is due to begin recruitment at the start of 2022 with an intended recruitment period of no longer than 2 years. The current protocol (version 2.5; November 15, 2021) has undergone an ethics review and Māori consultation and is registered with the Australian New Zealand Clinical Trials Registry.

**Acknowledgments**

The authors would like to thank Wellington Medical Research and Research for Life (NZ$6490 [US $4340.84]) and the Perpetual Guardian Nursing fund (NZ$10,000 [US $6688.51]) for providing grants for this study. The grant funding body had no direct role in the design of the study nor did they have any role during its execution; collection, analysis, and interpretation of data; writing the manuscript; or the decision to submit results.
Authors' Contributions

LS is the principal investigator of the trial. LS and PS conceived the idea of the study. LS designed the trial and coordinated the main preparation of the study documents and the grant funding applications with inputs from PS, SEP, and EB. LS and PS led the development of data collection processes. MW assisted in designing a plan for statistical analysis. LS drafted the first version of the study protocol.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Peer Review Report from the Health and Disability Ethics Committees, Ministry of Health (New Zealand).

References


Protocol

Delivery of a Mental Health Intervention for Chronic Pain Through an Artificial Intelligence–Enabled App (Wysa): Protocol for a Prospective Pilot Study

Megha Gupta¹, PhD; Tanya Malik¹, MA; Chaitali Sinha¹, MA
Wysa Inc, Boston, MA, United States

Corresponding Author:
Tanya Malik, MA
Wysa Inc
131 Dartmouth St, 3rd floor
Boston, MA, 02116
United States
Phone: 1 987 480 3442
Email: tanya@wysa.io

Abstract

Background: Patients with chronic pain often experience coexisting, long-term and debilitating mental health comorbidities such as depression and anxiety. Artificial intelligence–supported cognitive behavioral therapy (AI-CBT) interventions could offer cost-effective, accessible, and potentially effective resources to address this problem. However, there is not enough research conducted about the efficacy of AI-CBT interventions for chronic pain.

Objective: This prospective cohort study aims to examine the efficacy and use of an AI-CBT intervention for chronic pain (Wysa for Chronic Pain app, Wysa Inc) using a conversational agent (with no human intervention). To the best of our knowledge, this is the first such study for chronic pain using a fully-automated, free-text–based conversational agent.

Methods: Participants with self-reported chronic pain (n=500) will be recruited online on a rolling basis from April 2022 through posts on US-based internet communities within this prospective cohort. Informed consent is received from participants within the app, and the Wysa for Chronic Pain intervention is delivered remotely for 8 weeks. Outcome measures including a numeric pain rating scale and Patient-Reported Outcomes Measurement Information System–Pain Interference, Generalized Anxiety Disorder–7, and Patient Health Questionnaire–9 questionnaires administered to test the effectiveness of the intervention on reducing levels of pain interference, depression, and anxiety. The therapeutic alliance created with the conversational agent will be assessed through the Working Alliance Inventory–Short Revised instrument. Retention and use statistics will be observed for adherence and engagement.

Results: The study will open for recruitment in April 2022, and data collection is expected to be completed by August 2022. The results for the primary outcomes are expected to be published by late 2022.

Conclusions: Mental health conversational agents driven by artificial intelligence could be effective in helping patients with chronic pain learn to self-manage their pain and common comorbidities like depression and anxiety. The Wysa for Chronic Pain app is one such digital intervention that can potentially serve as a solution to the problems of affordability and scalability associated with interventions that include a human therapist. This prospective study examines the efficacy of the app as a treatment solution for chronic pain. It aims to inform future practices and digital mental health interventions for individuals with chronic pain.

International Registered Report Identifier (IRRID): PRR1-10.2196/36910

(JMIR Res Protoc 2022;11(3):e36910) doi: 10.2196/36910
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**Introduction**

**Background**

Chronic pain is a long-term debilitating health concern that affects physical, psychological, cognitive, and social functioning [1-3] resulting in significant health care costs [4]. According to the American Academy of Pain Medicine, more than 1.5 billion people around the world have chronic pain [5]. At least 116 million US adults—more than the number affected by heart disease, diabetes, and cancer combined—live with common chronic pain conditions [6]. Research also suggests that 13% to 50% of adults in the United Kingdom are affected by chronic pain, with 10% to 14% experiencing moderate-to-severe disabling chronic pain [1,7]. The total health care cost of chronic pain ranges from $560 billion to $635 billion annually in the United States [8]. Chronic pain conditions are comorbid with depression, anxiety, sleep disturbances, fatigue, neurocognitive changes, and other symptoms [9].

**Chronic Pain and Mental Health**

Mental health difficulties such as depression and anxiety are among the most common comorbidities present with chronic pain [10,11]. Between 20% to 50% of patients with chronic pain have comorbid depression [1,12], and patients with severe pain are more likely to be depressed [13]. Chronic pain often leads to patients being unable to focus on normal day-to-day activities and being constantly distracted by their pain, which is associated with poor mental health [14]. Moreover, patients experiencing from pain-related depression and anxiety are also likely to have worse outcomes from chronic pain [15,16]. Numerous studies have also suggested that individuals living with chronic pain are 2 to 3 times more susceptible to suicidal ideation and suicidal behaviors [17-19].

Similarly, research suggests that anxiety and fear arising from chronic pain are likely to interfere with recovery from the pain [15]. This has been observed with the development of maladaptive behaviors including catastrophizing [20], fear avoidance, and the reduction in helpful activities [21]. Chronic pain shares a bidirectional relationship with mental health [22], and the resolution of depression and anxiety are important components in the effective management of chronic pain.

**Pain Management**

Chronic pain management through psychotherapeutic techniques is important since a commonly observed impact of chronic pain is the reduction in coherent behavior due to the consistent threat of pain [23]. Individuals report experiencing dissembling, with the pain moving beyond an acute experience and evolving into the prolonged state of a disabling disease [24].

Psychological treatments for chronic pain are usually cognitive or behavioral strategies aimed at reducing mental suffering and promoting active engagement with life [23]. They serve to overcome the pain perseverance paradox, which is the occurrence of self-defeating behaviors by those living with chronic pain [25]. Studies have demonstrated that treating mental health concerns such as depression can often result in better outcomes for treatment of pain [26]. Treatment strategies include behavioral techniques of relaxation, biofeedback, contingency management, exposure, and cognitive behavioral techniques that typically include programs with components of education, coping strategies training, and cognitive therapy [23].

Since depression in patients with chronic pain often goes unrecognized, it therefore remains untreated [27]. There is also a significant gap in the needs of patients with chronic pain and the care provided due to lack of therapeutic resources, acute stress on outpatient facilities [28], and worsening mental health experienced during the ongoing COVID-19 pandemic [29,30]. Several barriers to self-management of pain have been identified that include lack of support and resources, lack of time or fear of worsening the pain by engaging in physical activities, and difficulty in patient-physician interactions [31,32].

Research suggests that factors like support and encouragement from caregivers, access to a variety of self-management techniques, and treatment of depression can serve as facilitators in improving self-pain management [32]. Research also indicates the positive impact of a therapeutic alliance in improving the impact of treatment for individuals with chronic pain [33,34].

**Digital Mental Health Interventions for Chronic Pain**

Digital mental health interventions can potentially address the issues of accessibility, rising health care costs, low availability of therapeutic care, and other barriers [35,36] associated with standard in-person treatments for chronic pain [37] and mental health [38,39]. Studies have reported that digitally delivered mental health interventions have a positive role to play in the self-management of depression and anxiety [40,41] and have been found effective in reducing the impact of chronic pain on the quality of life [42].

Currently, one way in which these digital mental health interventions address the barriers of accessibility is by augmenting digitally delivered tools with human coaches [43-46]. However, the success of this approach is dependent on the availability and degree of involvement of therapists, which influences the cost and scalability of such interventions. Another approach that can effectively tackle the problems of scalability and cost is an artificial intelligence (AI)-enabled conversational agent that mimics human dialog with users [47]. Health care interventions involving artificial intelligence–supported cognitive behavioral therapy (AI-CBT) conversational agents, aimed at reducing symptoms or improving self-management of mental health conditions and increasing mental well-being, are increasingly being used with positive outcomes [48-50]. Many of these conversational agent–based interventions have shown significant improvements on measures of common mental health problems like depression, psychological distress, anxiety, fear of heights, and loneliness [43,51-56]. Also, these studies suggest a positive correlation between engagement level with the conversational agent and reduction in psychological distress. However, there is a need for more evidence-based studies that focus on the efficacy of the interventions driven by AI-enabled conversational agents [57,58].

**Wysa for Chronic Pain**

The intervention proposed in this study employs one such AI-CBT intervention, the Wysa for Chronic Pain app (Wysa Inc), that uses an AI-enabled conversational agent with a
free-text conversational interface. It listens and responds to the user’s distress by recommending techniques and self-care tools based on CBT, behavioral reinforcement, and mindfulness, among other evidence-based therapies. Wysa supports the user in dealing with multiple challenges such as anxiety, sleep, low energy, motivation, loss, and pain. The app has been shown to be effective through mean improvements in symptoms of major depression (Patient Health Questionnaire–9 item [PHQ-9]) among users who were highly engaged with the app when compared to a low engagement group [59].

This is an exploratory study following a quantitative research design that aims to study the efficacy of a digital mental health intervention program for chronic pain when delivered solely by a conversational agent. The duration of the study is 8 weeks, and the efficacy will be calculated through the use of standardized statistical measures.

**Methods**

**Overview**

In this study, 500 individuals living with chronic pain will be recruited and administered an 8-week program on the Wysa for Chronic Pain app (a specific version of the publicly available Wysa app). This is an anonymous study where the participants enroll themselves by installing the app on their mobile phones and agree to participate in the study. We will restrict this version of the app to the Apple App Store and Google Playstore in the United States. Once enrolled in the program, participants will complete an assessment at the start of the study (comprising 4 measures), complete an 8-week program with the AI-led conversational agent during which another assessment (5 measures) will be taken halfway through the program, and complete the final set of assessments (5 measures) at the end of 8 weeks (Figure 1). Postintervention changes in pain interference will serve as the primary outcome for this study. Our secondary outcomes will include postintervention changes in depression and anxiety, as well as the therapeutic alliance between the user and conversational agent. The app will be free and available 24×7 to the participants.

**Screening**

Eligibility criteria include being aged 18 years or older, experiencing chronic pain, and not receiving any form of professional mental health support. Individuals who do not self-report presenting with chronic pain will be excluded as a part of the recruitment criteria. The data of participants who score below 4 points on a 1-item numeric pain rating scale (NPRS) at the first assessment will be excluded from the analysis [60,61].

**Recruitment**

Participants are currently being recruited on a rolling basis from US-based internet communities centered around the experiences of living with chronic pain. We will share information about the research study by posting on social media platforms. The purpose of these posts is to introduce potential participants to the Wysa for Chronic Pain app, inform them of the aims of this research study, and subsequently invite them to download the app on their devices. All participants will need to have an Android or iOS phone and have access to the internet while using the app. Interested participants will be screened on the basis of self-reported scores on the NPRS and their responses to a set of questions that will collect baseline demographics (age range), type of chronic pain, and the time since onset.

**Ethics**

Participants will remain anonymous for the duration of the study and are being recruited from a US-only population. After participants download the Wysa for Chronic Pain app and agree to the app’s Terms of Service and Privacy Policy, they will opt into the study using a consent screen following Wysa’s security and compliance guidelines. The consent screen states the purpose of the trial, potential risks and benefits associated with participation in the trial study, and mechanism for opting out of the study at any time. They will also be informed of the ways in which the usage data generated from their participation in the study could potentially be used.
Intervention

A separate version of the publicly available Wysa app, Wysa for Chronic Pain, is being used for this study. This is a conversational agent–only version (ie, it does not include one-on-one human coach support, which is an option with the publicly available app). The AI-enabled free-text conversational agent offers participants a space to talk about their pain, depression, anxiety, and other issues arising from disturbances due to chronic pain. The conversational agent acts as a companion in their journey (Figure 2) of learning to live with pain and helps them build resilience by guiding them through self-care tools based on CBT and other techniques. The goal of the intervention is to improve the quality of life for the user as their ability to manage the pain improves.

The conversational agent builds an 8-week road map for the user and does daily morning and evening check-ins to encourage adherence to the program (Figure 3). Users are encouraged to set a daily goal for themselves based on what gives them joy, and ideas are suggested to help them engage in these activities, even if in a small way. Completing these activities on a regular basis gives the users a sense of joy and achievement and fosters the belief that they are capable of simultaneously managing their pain and living a normal life [62,63].

Steps included in the user’s journey includes participating in activities that comprise a mix of positive psychology, acceptance and commitment therapy, and CBT techniques that will be conducted in an organized, weekly fashion to encourage the development of skills aimed at coping with pain and the reduction of depression and anxiety symptoms.

In contrast to traditional worksheets or psychoeducation materials common in digital mental health [64,65], all therapeutic interventions in this study are conducted in a conversational format via the Wysa AI-enabled agent, which guides the user through the program in order to create a sense of support similar to in-person therapy [66]. The conversational nature of the interaction is meant to engage the user more, thereby increasing adherence to the effective intervention for chronic pain. The AI-enabled conversational agent provides empathetic support to the user, answers their questions, and guides them through uncertainty and a potential lack of trust in the bot as they proceed with their journey [67]. A rapport is built between the user and Wysa by the conversational agent’s ability to add personalized elements to the conversation, including welcoming messages, addressing the user by the nickname chosen by them during onboarding, and providing clarifying examples. All these are important elements of a therapeutic conversation [68].

The app provides the user an open space for conversation by giving the user the ability to converse with the conversational agent through free text (Figure 4). The free-text input enables flexibility and genuineness in the conversation, and allows the user to speak their mind. The app uses natural language processing, natural language understanding, and machine learning to interpret the user’s messages, and provides the user with supportive listening and appropriate responses to unique situations using interventive techniques, thus creating an efficient interactive environment [55,69]. The conversational agent provides users with empathetic support in a nonjudgmental environment, an important aspect of health care [70]. The AI uses custom models trained by data scientists, clinicians, and conversation designers that detect different aspects of what the user is conveying [71].
Figure 2. Onboarding conversation with the conversational agent that sets the expectation for the program and administers the first assessment.

Figure 3. First mood check-in with the conversational agent.
Primary Outcome Measure

Study participants will complete the self-administered measures, NPRS and the Patient-Reported Outcomes Measurement Information System–Pain Inference (PROMIS-PI) short form 6b, at the baseline, midpoint, and after the completion of the study. Both measures will be administered through the Wysa app and will be completed on the participants’ own devices.

**Numeric Pain Rating Scale**

The NPRS is a unidimensional measure of pain intensity in adults with chronic pain [72]. It is a segmented 11-point numeric scale in which the respondent rates the intensity of their pain on an integer scale of 0 (no pain) to 10 (worst pain imaginable). The minimal clinically important change score is taken to be a 2 point reduction [73,74].

**Patient-Reported Outcomes Measurement Information System–Pain Interference**

The 6-item PROMIS-PI was developed by the National Institutes of Health to measure the negative effects of pain on physical, mental, cognitive, emotional, social, and recreational functioning. This study uses a 6-item pain interference scale that aims to measure the extent to which pain causes a hindrance in various aspects of an individual’s life, including those related to activities done for fun as well as day-to-day activities. A 5-point ordinal rating scale is used with options being 1 (not at all), 2 (a little bit), 3 (somewhat), 4 (quite a bit), and 5 (very much). The raw scores are converted to T-scores based on a scoring manual. Although the PROMIS-PI forms are relatively new, their responsiveness has been found to be comparable to legacy pain measures [75]. A reduction in PROMIS-PI scores at the end of the study will indicate a positive impact of the intervention. Minimal clinically important change score is defined as at least 2.0 points for pain interference [76].

Secondary Outcome Measures

In order to observe ancillary impacts of the intervention, study participants will complete 2 additional self-administered measures (PHQ-9 and Generalized Anxiety Disorder, 7-item [GAD-7]) at the baseline, midpoint, and after the completion of the study. The Working Alliance Inventory–Short Revised (WAI-SR) will be administered at the midpoint and after completion of the study only. All measures will be administered through the Wysa app itself and will be completed on the participants’ own devices.

**Generalized Anxiety Disorder**

GAD-7 is a widely adopted, standardized, and validated 7-item self-report questionnaire developed to assess symptoms of generalized anxiety disorder. This 7-item anxiety scale has been found to have good reliability as well as construct, procedural, and factorial validity [77]. This assessment asks the participants to assess themselves over the last 2 weeks with questions about whether they felt nervous or anxious, had trouble relaxing, became easily annoyed or irritated, etc. The response categories include 0 (not at all), 1 (several days), 2 (more than half the days), and 3 (nearly every day). The final score is calculated by...

Figure 4. Example screenshots showing the conversational style of the app and the flexibility given to the user through free-text inputs.
summing over the 7 questions, and scores of 5, 10, and 15 are taken as the cutoff points for mild, moderate, and severe anxiety, respectively. A reduction in the GAD-7 score at the end of the study will indicate a positive impact of the intervention. Clinically meaningful effect size is defined as at least 4.0 points for the GAD-7 [78].

**Patient Health Questionnaire**

PHQ-9 is a widely used, standardized, validated 9-item survey assessment tool for depression that has been shown to be valid and reliable as a longitudinal clinical tool [79]. It has demonstrated high criterion validity among populations with high rates of physical distress and has been found to be valid for diverse modalities of administration, including those via touchscreens [80]. This assessment asks the participants to assess themselves over the last 2 weeks with questions about whether they felt pleasure in doing things, felt tired or having little energy, had thoughts of hurting themselves, etc. The response categories and associated numerical scores are identical to that of GAD-7. The overall score is calculated by summing over the 9 questions and is used to monitor the severity of depression and response to treatment. A reduction in the PHQ-9 scores at the end of the study will indicate a positive impact of the intervention. Clinically meaningful effect size is defined as at least 5.0 points for the PHQ-9 [79].

**Working Alliance Inventory—Short Revised**

The WAI-SR is a well-established measure of therapeutic alliance, consisting of a total score and 3 subscales: bond, goal, and task [81]. This questionnaire asks the participants 12 questions related to whether the therapy gave them new ways of looking at their problem, whether their therapist cares for and respects them, and whether they agree with their therapist on the goals set for them. The response categories lie on a 5-point Likert scale and include 1 (seldom), 2 (sometime), 3 (often), 4 (very often), and 5 (always). Ratings are summed at the end, with a higher total indicating better therapeutic alliance. The WAI-SR will be administered at the end of the study via the app’s conversational interface, in which the word therapist will be changed to Wysa. This measure demonstrates high internal consistency (Cronbach α > 0.90) [82]. Mean total scores of 3.59 (out of 5) are considered high [83].

**Statistical Analysis**

We will use the Wilcoxon signed-rank test to measure the efficacy of the intervention by comparing baseline and postintervention assessment scores on the NPRS, GAD-7, and PHQ-9 scales. The Wilcoxon signed-rank test is a nonparametric statistical hypothesis test used to compare the differences between 2 populations using a set of matched samples. We will also use the Wilcoxon signed-rank test for measuring the median of therapeutic alliance using the WAI-SR scale. We chose this test because we believe that our data will not be normally distributed, in which case a nonparametric test is more suitable. Finally, we will do a paired t test for measuring if the intervention resulted in any significant changes on the PROMIS-PI scale since its scores are mapped to T-scores. Rolling and ongoing recruitment will mediate any potential concerns regarding the power of the study and the multiple testing problem where Type I errors may get inflated.

**Results**

Recruitment for this study will begin in April 2022 and continue on a rolling basis until 500 participants have been recruited. The baseline, midpoint, and postintervention assessment data for participants who have completed their 8-week intervention will be evaluated to determine if the intervention had any significant effect on their pain interference, depression, and anxiety scales. Although participants are encouraged to check in twice a day, there is no mandate for continuation in the program. Final outcomes will be based on end of program assessments, and engagement is evaluated across the cohort to evaluate efficacy in a real-world use setting. Another round of recruitment may be needed if the retention rate is low. App use, engagement, and retention will also be assessed to determine the acceptability of an AI-only conversational agent to support chronic pain management. From this pilot, we hope to learn more about what frequency and how many check-ins can be considered as sufficient use of the app so as to have desirable outcomes for the user. Data collection for all participants is expected to be completed by August 2022 and results to be published by late 2022.

**Discussion**

**Summary**

To the best of our knowledge, this is the first study to assess the efficacy of a fully automated, free-text–based conversational agent as an assistant for chronic pain patients. Prior to this, Hauser-Ulrich et al [84] evaluated the efficacy and acceptance of the Smartphone-Based Health Care Chatbot to Promote Self-Management of Chronic Pain (SELMa) in pain self-management for chronic pain patients. Some of the shortcomings of SELMA, as pointed out by its users, were the conversation being too structured, there not being enough answer options, and no ability to write free text. In addition, the notifications were sent at a fixed time and there was no way to personalize the app.

Wysa for Chronic Pain overcomes these shortcomings. Moreover, apart from using a conversational flow tailored for chronic pain, it also provides participants with a wide array of self-care tools they can use to deal with other issues like insomnia, depression, anxiety, and negative thoughts anytime they want [59,85,86]. Wysa for Chronic Pain has proven high engagement and efficacy when the intervention uses a conversational agent enhanced by a human coach [87]. This study aims to assess the efficacy of this intervention using the conversational agent alone. The quality of the therapeutic alliance built between the user and the conversational agent will also be assessed, which will further inform the utility of digital mental health interventions.

Treatment of chronic pain often requires a multidisciplinary and multidimensional approach, targeting both the physical and psychological aspects of the disease. Many techniques like behavioral activation, mindfulness exercises, CBT, interpersonal...
psychotherapy, and psychoeducational tools have been tried for different kinds of pain, with each showing promise for different aspects of pain management [88]. This is one of the reasons why digital health interventions are becoming increasingly popular as they remove the barriers of experienced disrespect, distrust, and dismissal encountered while seeking care for chronic pain [89]. There have been several efforts at building digital health interventions for chronic pain and studying their efficacy for various kinds of patient groups. While many have shown promising results for different aspects of pain management, most of them involved human therapists [45,46], focused on passive consumption of psychoeducational content [45,90], or required an additional device [91,92]. Any requirement of a therapist or an additional device greatly limits the scalability and accessibility of a digital mental health intervention, and passive consumption of psychoeducational content isn’t interactive, and hence may not be very engaging [57].

To address these challenges, this study proposes to investigate the efficacy of a conversational agent–led intervention for chronic pain without the need for human coaches or special devices. The Wysa for Chronic Pain app involves no human coach in the loop, but the free-text–based AI-enabled conversational agent is capable of understanding and responding to a user’s messages like a human therapist would. The advantages of using a digital mental health conversational agent like Wysa are manifold. First, therapy and self-care tools grounded in CBT, mindfulness, and other evidence-based therapies become immediately accessible to the patient via their mobile phone. Second, the strain on human resources is reduced. Third, anonymity allows patients to share their thoughts and feelings more freely, thereby increasing alliance. Fourth, especially in the context of chronic pain, when even routine activities seem overwhelming, a mobile assistant puts the resources literally in the user’s hands and takes away the effort, stress, and additional challenges required to go meet a therapist. Finally, the conversational agent also acts like a companion who is always there to talk to [93].

Another facet of the treatment for chronic pain includes the therapeutic alliance between the individual and the support system. Emerging evidence for chronic musculoskeletal pain indicates that a strong therapeutic alliance may improve pain outcomes [94]. Therapeutic alliance was consistently a predictor of outcome in a study with 182 patients with lower back pain that assessed function, global perceived effect of treatment, pain, and disability [95]. Another study showed that enhanced therapeutic alliance combined with treatment led to clinically meaningful improvements in pain intensity and muscle pain sensitivity in patients with chronic low back pain [96]. This study looks at the levels of therapeutic alliance formed with the AI-enabled conversational agent and the impact on treatment outcomes for the participants.

**Strengths and Limitations**

A challenge associated with most digital mental health interventions is ensuring adherence and engagement [90]. Adherence is key to benefiting from a self-management program. To address this potential problem and promote adherence, the app has been built using the principles of behavioral activation, which are supported conversationally and have specific customizations for chronic pain [87].

To encourage participation, the study has intentionally been structured to be anonymous. The app does not require the creation of an account nor does it ask for personal identification data (name, age, location, etc). Any sensitive information, if provided accidentally by a participant in a conversation, is identified and redacted by an algorithm to prevent retention in the system. This kind of anonymity may promote trust in the app among the users and encourage them to feel more open and engage with the conversational agent. It is only available in English, which is a limitation of the service.

Although recruitment for this study is being done from online communities of people living with chronic pain, one challenge that remains is the inability to verify chronic pain in the cohort recruited. All participants will be self-referred, thus making it difficult to assess whether they satisfy the inclusion criteria. In addition, their presence in online communities oriented to the support of pain may indicate sampling bias toward individuals with a greater willingness to learn about pain self-management [97]. Another potential limitation of this study may be the self-reported nature of the assessments, which may indicate subjective efficaciousness due to the absence of physician-interventive metrics for change. Self-reporting also involves the risk of random answers offered by some participants. We will examine the data for outliers (any data points that lie 2 to 3 standard deviations away from the mean) and use an appropriate statistical methodology to improve data quality.

**Conclusions**

Chronic pain is one of the leading causes of long-term disability in the world. It is a complex problem with roots in social, economic, physical, and psychological aspects and affects more than 1.5 billion people worldwide. Treatment is difficult, and it often requires continuous pain management. Depression and anxiety are the most common comorbidities occurring with chronic pain, and psychological interventions have been shown to result in better outcomes for treatment of chronic pain. Digital mental health solutions make these interventions accessible and affordable. This study describes a novel AI-CBT intervention, the Wysa for Chronic Pain app, which is completely led by a free-text–based, AI-enabled conversational agent. The intervention takes the user through a variety of techniques and self-care tools grounded in CBT and mindfulness, which enable the user to learn how to self-manage their pain on a regular basis. The results from this study will be important in understanding the efficacy of such an intervention that can potentially serve as a scalable and cost-effective resource for chronic pain patients around the globe.
Conflicts of Interest
CS and TM report being employed by and owning equity in Wysa Inc. MG reports being employed by Wysa Inc.

References


38. Gupta et al. JMIR Res Protoc 2022; vol. 11; iss. 3; e36910 [page number not for citation purposes]


Abbreviations

AI: artificial intelligence
AI-CBT: artificial intelligence–supported cognitive behavioral therapy
CBT: cognitive behavioral therapy
GAD-7: Generalized Anxiety Disorder, 7-item
NPRS: numerical pain rating scale
PHQ-9: Patient Health Questionnaire, 9-item
PROMIS PI: Patient-Reported Outcomes Measurement Information System–Pain Inference short form 6b
SELMA: Smartphone-Based Health Care Chatbot to Promote Self-Management of Chronic Pain
WAI-SR: Working Alliance Inventory–Short Revised

©Megha Gupta, Tanya Malik, Chaitali Sinha. Originally published in JMRI Research Protocols (https://www.researchprotocols.org), 31.03.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMRI Research Protocols, is properly cited. The complete bibliographic information,
a link to the original publication on https://www.researchprotocols.org, as well as this copyright and license information must be included.
Classification of Patients for Whom Benefit of Long-term Opioid Therapy No Longer Outweighs Harm: Protocol for a Delphi Study

Raymond Van Cleve1,2, MS, PhD; Sara Edmond3,4, PhD; Jennifer Snow4, MSc; Anne C Black5, PhD; Jamie L Pomeranz6, PhD; William Becker4,5, MD

1Center for Innovation to Implementation, Menlo Park, CA, United States
2Stanford University, Palo Alto, CA, United States
3Department of Psychiatry, Yale School of Medicine, New Haven, CT, United States
4Pain Research, Informatics, Multimorbidities, and Education Center, VA Connecticut Healthcare System, New Haven, CT, United States
5Department of Internal Medicine, Yale School of Medicine, New Haven, CT, United States
6Department of Occupational Therapy, University of Florida, Gainsville, FL, United States

Corresponding Author:
Raymond Van Cleve, MS, PhD
Center for Innovation to Implementation
795 Willow Road (152-MPD)
Menlo Park, CA, 94025
United States
Phone: 1 (650) 617 2746
Email: vancleve.raymond@gmail.com

Abstract

Background: Patients with chronic pain prescribed long-term opioid therapy may come to a point where the benefits of the therapy are outweighed by the risks and tapering is indicated. At the 2019 Veterans Health Administration State of the Art Conference, there was an acknowledgment of a lack of clinical guidance with regard to treating this subset of patients. Some of the participants believed clinicians and patients would both benefit from a new diagnostic entity describing this situation.

Objective: The aim of this study was to determine if a new diagnostic entity was needed and what the criteria of the diagnostic entity would be. Given the ability of the Delphi method to synthesize input from a broad range of experts, we felt this technique was the most appropriate for this study.

Methods: We designed a modified Delphi technique involving 3 rounds. The first round is a series of open-ended questions asking about the necessity of this diagnostic entity, how this condition is different from opioid use disorder, and what its possible diagnostic criteria would be. After synthesizing the responses collected, a second round will be conducted to ask participants to rate the different responses offered by their peers. These ratings will be collected and analyzed, and will generate a preliminary definition for this clinical phenomena. In the third round, we will circulate this definition with the aim of achieving consensus.

Results: The modified Delphi study was initiated in July of 2020 and analysis is currently underway.

Conclusions: This protocol has been approved by the Internal Review Board at the Connecticut Veterans Affairs and the study is in process. This protocol may assist other researchers conducting similar studies.

International Registered Report Identifier (IRRID): DERR1-10.2196/33310

(JMIR Res Protoc 2022;11(3):e33310) doi:10.2196/33310

KEYWORDS
modified Delphi technique; long-term opioid treatment; chronic pain; opioid therapy; opioids; pain management; Delphi study

Introduction

Background

Although the number of opioid prescriptions has decreased since 2012 [1], long-term opioid therapy (LTOT) remains a common treatment for chronic pain [2], with the duration of therapy potentially lasting for years [3,4]. Patients prescribed LTOT for pain are at risk for adverse outcomes, including worsening pain and function and developing opioid use disorder (OUD) [5]. A challenge in clinical, research, and policy spheres is determining whether and how to apply the Diagnostic and...
Statistical Manual of Mental Disorders, Fifth Edition (DSM-5)’s OUD criteria to patients receiving LTOT for whom benefit is no longer outweighing harm and tapering is thus indicated per consensus guidelines [6-8]. The DSM-5 criteria for OUD are designed to identify a condition in which patients have compulsive use of opioids leading to adverse consequences and do not necessarily have comorbid chronic pain [9].

Thus, some experts have argued that a new diagnostic entity specifically intended for patients on LTOT for whom harm is outweighing benefit would help advance research and clinical care. These experts believe concurrent opioid dependence and chronic pain are more than the sum of their parts, and a new diagnostic entity could address this complexity [10], something clinicians and researchers have struggled with in using the OUD diagnosis on its own. During the 2019 Veterans Health Administration (VHA) Health Services Research and Development (HSR&D) State of the Art (SOTA) Conference, consensus emerged on the need for a Delphi study to understand if a new diagnostic entity is needed and, if so, to develop consensus on its criteria and characteristics [11]. The modified Delphi method is designed to gain consensus on a discrete topic that does not yet have a clear definition [12] and has been used in previous studies concerning OUD. Given the problem articulated during the SOTA Conference, this method lends itself well to investigating a problem of this complexity [13,14]. The aim of this paper is to describe the protocol for a Delphi study to explore the need for and criteria of a new diagnostic entity characterizing the clinical scenario of benefit no longer outweighing harm of LTOT for chronic pain.

**Study Objectives**

The objectives of this Delphi study are to (1) explore perspectives on the merits of creating a new diagnostic entity, separate from but not replacing OUD, that better characterizes the scenario of benefits no longer outweighing harm of LTOT for chronic pain and (2) develop consensus on its definition and diagnostic criteria. We will present questions in an open-ended format to avoid bias and allow the responses of the participants to guide the analysis.

**Methods**

**Overview**

The Delphi method is well suited for surveying expert panels to gain consensus on a clinical problem that is not well defined and determine the defining elements of that problem. Consistent with other related studies, we will conduct the Delphi study remotely to promote independent contribution and avoid “bandwagon” or “halo” effects, and generate as many ideas as possible from each individual contributor [15]. The halo effect refers to an instance where a positive response given by a member of a panel influences subsequent responses [16] and the bandwagon effect is when one theme identified by a member of a panel alters subsequent responses [17]. Given the structure of the Delphi method, we were not concerned about these biases occurring.

The Delphi study flow is shown in Figure 1. The first round of this Delphi process will have a screening question, described below, and will then elicit responses to open-ended questions on the potential new diagnostic entity. Once these responses are collected, they will be analyzed using rapid qualitative matrix and content analysis [18-20]. Results from the qualitative analysis will summarize expert-proposed diagnostic criteria that will be evaluated using numeric rating scales in round 2. Round 2 group statistics summarizing ratings of each proposed criterion (ie, means, standard deviation, the medians, and interquartile ranges) will be presented to the expert panel in round 3, when experts will be asked to review their previous ratings relative to the measures of central tendency, and to re-evaluate each item. Results from the third round will be summarized in accordance with the consensus criteria originally established prior to the initiation of the Delphi study.
Selection of Delphi Participants and Inclusion Criteria

As above, VHA HSR&D convened a 2-day SOTA Conference on effective pain management and opioid safety in September 2019. The purpose of the SOTA Conference was to convene a multidisciplinary group of experts to help HSR&D develop specific research priorities related to increasing access to medications for OUD, managing LTOT for pain including tapering, and treating co-occurring pain and substance use disorders [21]. To ensure as robust a process as possible, HSR&D invited a diverse array of subject matter experts from within and outside the VHA with expertise in pain, OUD, opioid safety, and clinical research representing the following disciplines: general internal medicine, psychology, addiction medicine, addiction psychiatry, nursing, pharmacy, pain medicine, neurology, clinical epidemiology, health services research, and health policy. We will recruit participants for the Delphi study from the list of invitees to the SOTA Conference (N=70). We explicitly chose to recruit invitees rather than participants in the SOTA Conference as we did not want to exclude the perspectives of experts who arbitrarily were unavailable to attend the SOTA Conference.

We set a date for the completion of each round of the Delphi study and will send out regular reminders to participants who have not completed that round to try to minimize attrition. We do not anticipate significant attrition given that many of the participants are already collaborating on similar projects and have voiced an interest in participating in this type of study. However, if we observe significant attrition (eg, >20%), we will consider alternative data collection methods such as offering to conduct data collection via phone.

**Figure 1.** CONSORT flow diagram for a 3-round Delphi study.
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Overview

All 3 rounds of the survey will be administered by Qualtrics XM (Qualtrics International Inc), which has been licensed to our research team through Yale University. We will send individual emails to participants explaining the Delphi process and why they were selected to participate. In the email, we will acknowledge the discussion at the 2019 VHA HSR&D SOTA Conference that prompted this study. The survey will contain a link to the DSM-5 criteria for OUD for participant reference. We will allow approximately 1 month to complete each round, with some reminder emails if necessary.

Round 1

Aim

The aims of round 1 are as follows: (1) to understand the various expert perspectives on the merits of creating a separate diagnostic entity and (2) to gather information about the defining characteristics of the clinical phenomenon requiring operationalization, as well as information about how the phenomenon relates to OUD via several open-ended questions. We designed a survey that will take approximately 25-30 minutes to complete. Questions such as “Please describe a person who would be diagnosed with Condition X” are meant to prime participants to envision how these patients might present in a clinical setting. We also wanted to encourage participants to consider the bounds of this condition, defining both what it is and what it is not.

Data Collection

The round 1 survey can be found in Textbox 1. To meet aim 1, we will use the question, “Do you think a new diagnostic entity is needed for patients who have been taking opioids and for whom the potential harms of the therapy outweigh the benefits of the therapy?” as a screening question; only participants who answer “yes” to this question will be invited to complete the rest of the survey. As shown in Textbox 1, the remainder of round 1 items are a mix of yes/no and free-text questions.

Textbox 1. Questions included in round 1 of this Delphi study.

<table>
<thead>
<tr>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Do you think a new diagnostic entity is needed for patients on long-term opioid therapy for pain that is related to but distinct from the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition’s opioid use disorder definition? (yes/no)</td>
</tr>
<tr>
<td>• If yes, please explain why. If no, please explain why not.</td>
</tr>
<tr>
<td>2. Please describe a person who would be diagnosed with Condition X (How did he or she present? What were they prescribed? How did the treatment course go? What behaviors manifest themselves over time? How is this person different from a person with opioid use disorder)?</td>
</tr>
<tr>
<td>3. How would you differentiate Condition X from opioid use disorder?</td>
</tr>
<tr>
<td>4. Please complete the sentence “Condition X is defined as ____”</td>
</tr>
<tr>
<td>5. Please list the diagnostic criteria for Condition X:</td>
</tr>
<tr>
<td>6. Should Condition X have different gradations (eg, mild, medium, severe)? (yes/no)</td>
</tr>
<tr>
<td>• If yes, what gradations would you recommend? How would you distinguish between the different gradations?</td>
</tr>
<tr>
<td>• If no, why not?</td>
</tr>
<tr>
<td>7. Is Condition X related to opioid use disorder? (yes/no)</td>
</tr>
<tr>
<td>• If yes, how so?</td>
</tr>
<tr>
<td>8. What are the differences in how Condition X should be treated compared to opioid use disorder?</td>
</tr>
<tr>
<td>9. We have been using the term Condition X as a placeholder for ease of discussion. What do you think this condition should be called?</td>
</tr>
</tbody>
</table>

Data Analysis

We will use rapid qualitative analysis [20] to summarize free-text, open-ended answers. Summaries of individual responses will be inputted into a data matrix that will be used to identify distinct concepts within each section of the survey. We will then perform a content analysis to assess the concentration of each concept and generate a list of potential diagnostic criteria. The list of potential diagnostic criteria will be the basis for the second round. We will only include criteria mentioned by at least two Delphi participants in the round 2 survey.

Round 2

Aim

The objective of the second round will be to begin building consensus on the potential criteria defining the proposed new diagnostic entity. We will ask the participants to evaluate and rate the relevance of each criterion to the diagnostic entity. The experts will have the opportunity to critique the initial responses (that have been analyzed and reformatted) and suggest the criteria that should be retained.

Data Collection

The round 2 survey will list each potential criterion and ask participants to answer, “to what extent do you agree that each
of the following features/criteria should be included as a feature/criterion of Condition X?” Participants will answer on a 7-point Likert scale from “strongly disagree” to “strongly agree.” We will also ask participants to comment on their preferred wording among alternatives, and provide suggestions for alternative wording for diagnostic criteria. Finally, we will ask participants to indicate their favored proposed names for the new diagnostic entity.

**Data Analysis**

For each item, we will calculate the mean, standard deviation, median, and interquartile range of ratings. We agreed a priori that diagnostic criteria with a median of 5 or greater will indicate consensus for inclusion, median scores between 3 and 5 will indicate the need for further exploration, and a median score below 3 will indicate that an item should not be included. We will use rapid qualitative analysis to explore the qualitative feedback. Qualitative feedback will be used to identify any additional potential criteria for inclusion in round 3.

**Round 3**

**Aim**

This final round will ask panelists to rate potential criteria in the context of central tendency statistics in an effort to generate further consensus.

**Data Collection**

We will present to the group the mean, standard deviation, median, and interquartile range of ratings for each proposed criterion from round 2, along with that panelist’s initial response on the 7-point Likert scale. Participants will be asked to rate each item from round 2 and provide initial ratings for any additional items identified based on round 2 qualitative feedback.

**Data Analysis**

Consistent with prior Delphi studies, items with a median of 5 or greater after round 3 will be recommended for inclusion in the criteria for the new diagnostic entity.

**Ethics Approval**

This protocol was approved by the Institutional Review Board of VA Connecticut Healthcare System (approval number: 1624733-3).

**Results**

Data collection for round 1 began in July 2020; we have completed the first two rounds and are currently collecting round 3 data. We plan to publish qualitative findings from round 1 and overall findings from the entire study.

**Discussion**

Herein, we describe a protocol for a Delphi study designed to develop criteria to characterize the phenomenon experienced by patients with chronic pain prescribed LTOT when benefits of the therapy no longer outweigh harms. The protocol uses rigorous methods to iteratively generate consensus among a diverse group of subject matter experts; as such, it holds promise in providing momentum forward on a topic that has become increasingly relevant during the United States’ efforts to improve the safety of opioid prescribing, including tapering when harm outweighs benefit.

Criteria for the novel diagnostic entity may be used to standardize the definition of the new entity, promote targeted research, inform clinical practice guidelines for its treatment, and ultimately improve quality of care. The Delphi method provides the process to accomplish this goal by iteratively developing expert consensus regarding the definition of the entity and a preliminary list of its diagnostic criteria.

If consensus is achieved around a definition and list of criteria for a new diagnostic entity, the next steps may include convening a work group to refine the criteria and evaluating the criteria in practice with regard to sensitivity and specificity. Identification of an entity distinct from OUD could inform practice specific to that entity. Future work will include exploring best pathways for disseminating our findings to frontline clinicians who work with patients prescribed LTOT, and determining how to use our findings to inform future research, policy work, and clinical care, such as developing better treatments for patients with chronic pain prescribed LTOT and helping frontline clinicians assess and provide tailored treatment options.
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Abstract

Background: Patient engagement in decisions regarding their health care may lead to improved outcomes and improved adherence to treatment plans. While there are several options for involving patients in their health care, goal setting is a readily accessible method for physical therapists to increase the involvement of patients in health care decisions. Physical therapy goals are often generated by health care providers based on subjective information or standardized, fixed-item, patient-reported outcome measures. However, these outcome measures may not fully reveal the activity and participation limitations of individual patients. Goal attainment scaling (GAS) is a patient-centered approach that allows patients to set meaningful goals. While GAS has been shown to be reliable, valid, and sensitive to change in various populations, there is limited evidence in the United States on utilizing GAS in physical therapy for patients with chronic low back pain (LBP).

Objective: The purpose of this paper is to describe the protocol for a study to (1) develop a way to apply GAS procedures for physical therapists treating patients with chronic LBP in the United States and (2) test the feasibility of applying GAS procedures for chronic LBP in an outpatient physical therapy setting.

Methods: This study used a mixed methods design with 2 phases: qualitative and quantitative. The qualitative phase of the study employed focus groups of patients with chronic LBP to identify an inventory of goals that were important and measurable. A series of prompts was developed from this inventory to assist physical therapists in collaboratively establishing goals with patients in a clinical setting. The quantitative phase of the study pilot-tested the inventory developed in the qualitative phase in patients with chronic LBP to determine feasibility, reliability, validity, and responsiveness. We also plan to compare how well GAS reveals change over time relative to traditional, fixed-item, patient-reported measures.

Results: Phase 1 data collection was completed in June 2020, while data collection for phase 2 was performed between March 2021 and December 2021. We anticipate that this study will demonstrate that GAS can be implemented successfully by outpatient physical therapists, and that it will demonstrate clinically important changes in patients with chronic LBP.

Conclusions: GAS represents an opportunity for patient-centered care in the physical therapy management of chronic LBP. While GAS is not new, it has never been studied in real-world physical therapy for chronic LBP in a clinical setting. Due to unique time and productivity constraints, for GAS to be successfully implemented in this environment, we must demonstrate that clinicians can be trained efficiently and reliably, that GAS can be implemented in a clinical setting in under 15 minutes, and that GAS is able to detect clinically meaningful changes in patient outcomes.
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Introduction

The patient experience and patient-centered care are the core of the Institute for Healthcare Improvement’s “Triple Aim” (eg, population health, experience of care, and per capita cost) for optimizing the performance of health systems in the United States [1]. Patient engagement in decisions regarding their health care may lead to improved outcomes and improved adherence to treatment plans [2,3]. The interaction between the patient and provider is an essential element of patient-centered care [4]. The qualities of these interactions may best be judged by patients themselves. Patients value providers who listen to them, share information via dialogue, and consider their individual preferences in management of their health conditions [5]. In physical therapy, patients are satisfied if their physical therapist communicates effectively and spends adequate time explaining treatment options throughout the course of care [6]. Furthermore, outcomes and perceived quality of care may improve when patients are actively engaged in their own care [7].

While there are several options for involving patients in their health care, goal setting is a readily accessible method for physical therapists to increase the involvement of patients in health care decisions. Goal setting is an important part of physical therapy in episodes of care and in direct interventions, but the practice and implementation of goal setting is varied across the profession [8]. When physical therapists set goals, it is an opportunity to involve patients and to design interventions that consider individual patient needs [7].

Physical therapy goals are often provider generated and based on subjective information or standardized, fixed-item, patient-reported outcome measures [9]. However, these outcome measures may not fully reveal the activity and participation limitations of individual patients. As individuals have varied needs, their goals may not be identified by standardized measures, and therefore a patient’s particular goals may not be reflected in provider-directed goals. We have investigated patients’ views on whether pain, disability, and recovery measures are meaningful and have found that people with chronic low back pain (LBP) feel that standard measures used to classify patient goals do not reveal what is meaningful to them. Participants in focus groups often state that the standard outcome measures do not capture the fluctuating nature of symptoms or assess improvements in more active pursuits and often do not reveal the complex nature of social roles. While standardized outcome measures are useful for comparing populations, they may be of limited value when assessing individual patient-centered goals [9].

There are several patient-centered approaches used to involve patients in setting meaningful, individualized goals, including the Canadian Occupational Performance Measure, goal attainment scaling (GAS), and self-identified goals assessment [10-12]. GAS has been identified as one of the most time-efficient and reliable ways to involve patients in goal generation during clinical care in real-world settings [11]. GAS procedures are highly variable, with little consensus on the time needed to complete them in clinical practice. The reported time to complete the GAS process ranges from 5 minutes to 60 minutes [13-15]. This range in time to complete may be due to variations in GAS methods, such as the extent of patient involvement, family involvement, and whether GAS was completed by a team or an individual provider. In addition, setting specific goals may be more time-consuming in certain patient populations.

During GAS, patients are engaged in a dialogue to set specific, measurable, achievable, realistic, relevant, and time-based (SMART) goals [16]. Physical therapists often write goals using the SMART format and are well versed in writing SMART patient goals. The GAS procedure involves a discussion between the patient and provider about patient-directed goals and expected outcomes of treatment. This provides an opportunity for physical therapists to capture fluctuating pain levels, specific activities, and complex social responsibilities that are important to patients. The GAS process is readily accessible, free, and follows defined stages (ie, identifying goals, weighting goals, identifying expected outcomes, establishing a baseline score, and judging actual outcome versus expected outcome at follow-up) [11]. In contrast to standardized, fixed-item, patient-reported outcome measures, GAS generates a T score, which provides a numerical outcome of achievement that can be used for goals across the domains of the International Classification of Functioning, Disability, and Health (ICF) with varying difficulty, importance, and expected achievement [17]. The individualized outcome generated from GAS may prove helpful in enhancing traditional methods of collecting outcome measures and setting goals.

GAS is helpful when comparing heterogenous patient populations, who may have complex presentations and backgrounds [17]. Therefore, most of the literature related to applying GAS describes findings in a rehabilitation setting with pediatric patients or patients with neurological deficits [17,18]. Recently, GAS has been applied in patients with chronic LBP [2,9,19-22], as patients with chronic LBP have varying clinical presentations, severity levels, and treatment options [23]. Considering that LBP is the most common reason patients seek physical therapy in an outpatient setting [24] and that it is one of the most common causes of disability in the United States [25-27], patients with chronic LBP may be an ideal population for assessing the feasibility of GAS in a physical therapy outpatient setting. While there is evidence for the reliability, validity, and feasibility of GAS procedures [17], there is limited evidence in the United States about physical therapist use of GAS in the management of patients with chronic LBP. Furthermore, a recent systematic review found significant variability in GAS procedures used for patients with LBP and recommended development of a standardized approach and training for clinicians applying GAS [28]. GAS is a promising method of focusing on patient-centered outcomes and goals.
but it is not clear how this method may complement standard, pre-existing outcome measures used by physical therapists and how feasible it is in an outpatient setting for patients with chronic LBP. GAS is novel because it provides a standardized means to set patient-provided goals that are quantifiable and can be used to track progress of the patient and compare outcomes across patients. Therefore, the purpose of this paper is to describe the protocol for a study to (1) develop a new application of GAS procedures to be used by physical therapists treating patients with chronic LBP in the United States and (2) test the feasibility of applying GAS procedures in the treatment of patients with chronic LBP in an outpatient physical therapy setting.

**Methods**

**Ethics Approval**

The University of South Florida (USF) Institutional Review Board approved this study on April 10, 2019 (Pro00035236), and the approval has been maintained in good standing.

**Study Design**

This study used a mixed methods design with 2 phases: qualitative and quantitative. Figure 1 shows a study overview. The qualitative phase of the study employed focus groups of patients with chronic LBP to identify an inventory of goals that are important and measurable. This inventory was used to develop a series of prompts that will allow physical therapists to assist patients in establishing goals in a clinical setting [22]. The quantitative phase of the study pilot-tested the inventory developed in the qualitative phase in patients with chronic LBP to determine feasibility, reliability, validity, and responsiveness. We will also compare how well GAS identifies changes over time compared to traditional, fixed-item, patient-reported measures.
Phase 1

Participants

We assembled 4 to 6 focus groups comprising 6 to 10 adults with chronic LBP from the local community using research alerts sent via the university email listservs. We expected that approximately 30 adults would be needed for this study, as a minimum of 4 focus group discussions are needed to reach code saturation [29-31]. Participants were included if they were adults (aged 21-64 years) with a history of nonspecific chronic LBP lasting >12 weeks with or without radicular symptoms. Participants were excluded if they had a structural spinal deformity, spinal fracture, osteoporosis, or systemic disease; had undergone previous spinal surgery; were pregnant or had given birth within the last 6 months; had pending litigation related to worker’s compensation; or were undergoing treatment covered under worker’s compensation. Participants were recruited from the Tampa Bay area.

Procedures

Focus groups were conducted face-to-face via internet-based meetings to explore participants’ views about the types of goals that should be included in GAS for patients with chronic LBP. There were 6 meetings with 6 to 10 participants that lasted approximately 2 hours [29]. An experienced facilitator led discussions. Field notes were taken during the interviews and
audio recordings of each focus group were transcribed verbatim for further analysis.

**Data Analysis**

Participant views were examined with grounded theory principles [32,33]. A grounded theory approach was chosen because the intent of the qualitative portion of the study was to understand what was important about patients’ self-identified goals and why. This understanding was used to develop a standardized language and inventory of goals to facilitate the clinical implementation of GAS. We initially became familiar with the data by verifying the transcripts against the audio files and the field notes from each focus group to ensure accuracy and validation of speech allocation to individual participants. Coding began after the transcripts were read and became familiar to the researchers. Data were collected and coded until no new information was found (ie, saturation of the data was achieved). Qualitative data management software (MAXQDA, VERBI Software) was used to facilitate this process.

Once collected and transcribed, the data were independently coded, compared, and organized by 2 or more researchers using a constant comparison method. This qualitative procedure allows meaningful statements from the transcripts to be conceptualized in new ways [34]. The data coding process included open coding to determine code categories. Open coding was guided by sensitizing concepts found in the literature, including the ICF domains. Coding proceeded to the axial and selective phases to identify patterns in the data and identify the central themes that emerged. Several strategies were used to enhance rigor, including analytical triangulation using multiple coders, setting the goal for intercoder reliability to κ=0.80 (Cohen κ) using a coder-by-coder agreement matrix, peer debriefing group meetings to minimize researcher bias, and member checking to verify findings after focus group participation.

**Phase 2**

**Participants**

We recruited approximately 30 patients with chronic LBP who sought physical therapy from the USF Physical Therapy Center at the USF Morsani Center for Advanced Healthcare. A sample of 30 participants is considered appropriate for pilot studies of feasibility, and sufficient to estimate effect sizes for confirmatory trials [35,36]. In order to estimate effect size, we used the findings from this study and retrospective change scores from patients with chronic LBP who did not participate in GAS (from our own clinic and from published data) as a comparison group. The USF Physical Therapy Center is the faculty practice of the USF School of Physical Therapy and Rehabilitation Science. This center services the Tampa Bay area and admits approximately 30 patients with chronic LBP each month. The demographics of Tampa Bay closely match national demographics and are very diverse socioeconomically, racially, and ethnically, making Tampa a strategically desirable location for clinical trials.

Participants who met the following criteria were sequentially recruited: aged 21-64, LBP located between the lower rib cage and gluteal fold [37], pain lasting >12 weeks [37-39], pain that was not attributable to a specific pathology [40], pain on at least 50% of days in the past 6 months [37], and average pain intensity >2 out of 10 on the Numerical Pain Rating Scale. Participants with a spinal deformity, surgery or fracture, rheumatoid arthritis, extremity pain, physical therapy treatment within the past 6 months, or automobile- or work-related injury were excluded.

**Procedures**

Physical therapists from the USF Physical Therapy Center were trained in GAS procedures based upon the principles of Williams and Stieg [2]; these procedures have been described for use in rehabilitation [41]. Therapist training consisted of 2 self-directed learning modules that covered background information, goal setting and negotiation, the benefits of GAS in diverse patient populations, the use of GAS in patients with chronic LBP, and the implementation of the stages of GAS. Case examples, including videos, were interwoven throughout the modules and an assessment was completed upon conclusion of training. The final step in the training was an interactive session with a study investigator that included role-playing the GAS procedures and providing feedback on performance. Once the therapists were trained (but before they saw patients as part of this study), they completed a posttest and a short survey and were briefly interviewed to examine their views regarding the feasibility of the GAS process. The training design will be streamlined for future studies to facilitate deployment to clinicians. Therapist interviews were transcribed for thematic analysis.

Once the therapists completed training and met all assessment criteria, therapist and patient encounters using GAS commenced. To recruit patients from the USF Morsani Physical Therapy Center, a clinician (included as a research staff member in this study) reviewed electronic medical records of incoming patients. Patients with chronic LBP were contacted via email or traditional mail (if a patient did not have or did not provide an email address) ahead of their visit with information regarding the study. This allowed the potential participant sufficient time prior to their first visit to consider whether they wished to take part in the study. Interested patients were instructed to contact members of the study team. Potential participants were screened and provided consent before participation. During the clinician encounter, which was part of their normal therapy visit, the patient and therapist jointly completed the first part of the GAS using the GAS-Back form. In addition, the participants self-reported the following measures: the Oswestry Disability Index, the Numerical Pain Rating Scale, and the National Institutes of Health Minimal Dataset. These patient-reported outcomes are commonly recommended for use in clinical and research settings and measure a patient’s perceptions of impairments in body structure and function, activity limitations, and participation restrictions (see Multimedia Appendix 1 for details) [37,42-44]. At the completion of the first visit, the patient completed a form for patient satisfaction with the goal-setting process and the clinician completed a form for patient level of engagement in goal setting. Audio recordings of patient visits were made. This was necessary to determine the reliability and feasibility of GAS in a clinical setting. Additionally, recording the encounter instead of having a research team member observing in the patient room allowed for a more natural interaction between clinician and patient.
Following the initial visit, therapy sessions proceeded as determined in each participant’s physical therapy plan of care.

At the final physical therapy session (ie, at discharge), the Oswestry Disability Index and Numerical Pain Rating Scale were completed along with an abbreviated version of the National Institutes of Health Minimal Dataset, containing only the Patient-Reported Outcomes Measurement Information System items [37]. Additionally, the second part of the GAS-Back form, which regards goal achievement, was finalized, global perceived effect and patient satisfaction were measured, and the “collaboRATE” shared decision-making questionnaire was completed. We estimated these could be completed within 20 minutes. If a patient did not return for the last visit, the therapist called to follow up and the final questionnaire was completed over the phone or by using an online platform (Qualtrics).

Data Analysis
The success of GAS will be assessed based on feasibility, reliability, and validity. To consider the implementation of GAS in routine clinical practice, it must be administered in a timely (<15 minutes average examination time) and consistent (checklist adherence >80%) manner. The GAS process, feasibility, and fidelity will be evaluated by measuring the time (in minutes) to perform the GAS process, checklist adherence (as a percentage), and the nature of the goals identified (using the ICF domains) [45,46]. Interrater reliability of GAS scores will be assessed by examining the association between 2 independent physical therapist examiners using the Spearman rank correlation [33]. Criterion validity of GAS scores will be assessed by examining the association between GAS and Oswestry Disability Index scores [33,41]. The standardized response means (SRMs) for the Numerical Pain Rating Scale, Oswestry Disability Index, and GAS will be determined and compared to evaluate responsiveness [20]. A larger SRM indicates increased responsiveness of the measure to change. The SRM will be calculated as the ratio of change from pre- to posttest divided by the standard deviation of the change score [33]. A chi-square analysis will determine if different outcome measures show different proportions of patients determined to improve on that test by more than the minimally important change [33]. While a generally accepted and standardized definition of success for management of chronic LBP has not been established [42], our operational definition of success is as follows: if a patient shows changes that exceed the minimally important change or cutoff point for each individual measure, that patient’s outcome will be defined as successful. Minimally important changes for this analysis will be set at 2 points for the Numerical Pain Rating Scale [44], 10 points for the Oswestry Disability Index [47], and 2 points for the global perceived effect rating [48]. Cutoff points will be set at ≥50 points for GAS [20]. A GAS score of 50 indicates that the expected outcome was achieved, while a score greater than 50 indicates performance exceeding the expected outcome [20]. As analyses using change scores have weaknesses, we will also apply alternative approaches, such as analysis of covariance and residual change score [49]. The measures proposed in this study, including GAS, have acceptable reliability, validity, and responsiveness (Multimedia Appendix 1).

Results
Anticipated Results
Overall, we anticipate that this study will demonstrate that GAS can be implemented in a consistent and timely manner by outpatient physical therapists, and that patients with chronic LBP will demonstrate clinically important changes that are also important to them. In phase 1 we anticipate that the inventory of goals will accurately represent the domains most important to patients with chronic LBP. This inventory of goals should allow for a series of prompts that can be used by physical therapists to expedite the GAS process in an outpatient setting. In phase 2 we anticipate finding that GAS will be feasible to implement in an outpatient setting. To demonstrate this feasibility, we anticipate that we will find that physical therapist training results in a reliable and timely use of GAS. Furthermore, we anticipate that GAS will demonstrate validity and responsiveness to change when compared to outcome measures commonly used in chronic LBP.

Study Timeline
Phase 1
Data collection was completed with the last focus group being held in June 2020. Preliminary data analysis was completed, and the information gleaned from this analysis was used to develop a series of prompts that were used to support the GAS process in phase 2.

Phase 2
Therapist training was completed in March 2021. Subject recruitment commenced following therapist training, and data collection began in March 2021. Data collection was completed in December 2021, and we expect data analysis to be completed by March 2022. This study is expected to conclude in late 2022.

Discussion
Principal Aims
This study aims to develop and test the feasibility of a novel application of GAS by physical therapists treating chronic LBP. It represents an important innovation because it facilitates patient-provider interaction and produces goals that encompass the activities and participation that are important to the patient. While goal setting is already part of the routine practice of physical therapists, the process is highly variable, with goals that are traditionally provider generated [8,50]. Knowledge of patient-initiated and patient-centered goals will enable health care providers to offer interventions that are more individualized and focused toward specific goals, leading to improved outcomes [18]. Furthermore, traditional, standardized, fixed-item patient-reported measures used for patients with chronic LBP (ie, the Numerical Pain Rating Scale and Oswestry Disability Index) may fail to measure constructs that are important to all patients, and therefore GAS may be better able to detect clinical changes that are meaningful to the patient. It is important to note that we are not recommending that we abandon current traditional, fixed-item, patient-reported outcome measures (eg, the Oswestry Disability Index and Numerical Pain Rating Scale).
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Rather, we believe that GAS can provide complementary information that augments these more established measures.

**Conclusion**

GAS represents an opportunity for patient-centered care in the physical therapy management of chronic LBP. While GAS is not new, it has never been studied in real-world physical therapy for chronic LBP in a clinical setting, a type of practice that has unique time and productivity constraints. For GAS to be successfully implemented in this environment, we must demonstrate that clinicians can be trained efficiently and reliably, that GAS can be implemented in a clinical setting in under 15 minutes, and that GAS is able to detect clinically meaningful changes in patient outcomes.
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Abstract

Background: The uptake of modern contraceptive methods (MCMs) remains low, with 25% of women reporting their use in Pakistan. The overarching interventions covering service delivery platforms at facility and community levels necessitate the integration of family planning (FP) with maternal, newborn, and child health (MNCH) services.

Objective: The main aim of this study is to evaluate the impact of an integrated FP-MNCH service delivery model to increase coverage of MCMs in rural Pakistan. Moreover, we aim to measure the level of effectiveness of interventions regarding the uptake of MCMs.

Methods: A quasi-experimental, sequential, mixed methods study design with pre- and postevaluation will be adopted to evaluate the impact of integration of FP with MNCH services. The interventions include the following: (1) capacity strengthening of health care providers, including technical trainings; training in counseling of women who attend immunization centers, antenatal care (ANC) clinics, and postnatal care (PNC) clinics; and provision of job aids; (2) counseling of women and girls attending ANC, PNC, and pediatric clinics; (3) ensuring sustained provision of supplies and commodities; (4) community engagement, including establishing adolescent-friendly spaces; and (5) use of District Health Information System data in decision-making. Descriptive statistics will be used to estimate prevalence (ie, proportions) and frequencies of outcome indicators. A univariate difference-in-difference analytical approach will be used to estimate the effect of the interventions. In addition, a Blinder-Oaxaca decomposition analysis will be conducted to identify and quantify determinants of the modern contraceptive prevalence rate.

Results: The intervention phase began in July 2021 and will run until June 2022. The impact assessment will be conducted from July to September 2022.

Conclusions: This project will evaluate the impact of integrating FP with MNCH services. Furthermore, this study will identify the drivers and barriers in uptake of MCMs and will simultaneously help in modifying the interventional strategies that can be scaled up through existing service delivery platforms within the public and private sectors, according to the local sociocultural and health system context.

Trial Registration: ClinicalTrials.gov NCT05045599; https://clinicaltrials.gov/ct2/show/NCT05045599
International Registered Report Identifier (IRRID): DERR1-10.2196/35291
INTRODUCTION

Background

The scaling up of family planning (FP) programs has yielded a multitude of benefits in terms of improving health outcomes and paving opportunities for poverty reduction and women’s empowerment. FP programs have effectively contributed to a significant reduction of 32% of all maternal deaths and 10% of all child deaths. Moreover, these programs enhance women’s empowerment and gender equity, and, within that, they are aimed at achieving a higher level of universal female primary education. Over the past four decades, FP programs have led to a globally increased contraceptive prevalence rate (CPR), from 10% to 60%, and a substantial reduction in fertility rate from 6 to 3 children per woman in low- and middle-income countries [1,2].

Modern contraceptive methods (MCMs), such as condoms, contraceptive pills, injectables, and intrauterine devices, serve as significant measures of fertility control [1]. There is a strong body of evidence suggesting that providing a woman with opportunities to opt for the MCM of her choice through a continuum of care is viable and cost-effective, not only at the individual level but also at the broader health system level [2,3].

In Pakistan, FP programs started in the mid-1960s [1]. Later, a Lady Health Worker (LHW) outreach program was initiated in 1994, which primarily focused on FP services at the national level. Pakistan has been a signatory on various international commitments to improve access to reproductive health services, including the following: (1) the Millennium Development Goals (2000), aimed at increasing the CPR from 12% in 1990 to 55% in 2015 [4]; (2) the London Summit on Family Planning 2012, aimed at raising the CPR to 55% by 2020; and (3) the Sustainable Development Goals (2015), aimed at achieving universal access to reproductive health services by 2030. Pakistan has made considerable progress over time, yet these targets have not been fully reached [5].

Generally, the provincial government’s Population Welfare Department and the Department of Health are both responsible for translating the government’s vision of health and FP. However, the Department of Health has lagged behind in taking ownership of the FP agenda to fully optimize the resources to achieve the objectives [6]. The government’s FP2020 agenda invigorated efforts to accelerate progress in achieving higher use of MCMs. Political commitment at the national level and at the Sindh province level culminated in appointing the same minister to the Department of Health and the Population Welfare Department to ensure functional integration in both departments. Moreover, the FP2030 Secretariat has been created to bring all stakeholders onto a single platform and provide facilitation for nongovernmental organizations (NGOs) and private sector entities that are working in the FP arena.

Several collaborative initiatives have contributed to increased MCM uptake in Pakistan, as demonstrated by a nearly three-fold increase in the CPR from 13% to 34% between 1990 and 2018 (0.5% annual increment) [7-9]. However, there still remains a large unmet need for FP, toward which progress has been slow and in some cases stagnant.

A review of the existing data report low use of MCMs at 25% among women aged 15 to 49 years and 7% among adolescents aged 15 to 19 years in Pakistan [7]. This indicates a high unmet need of FP, specifically among currently married women (17%). For example, out of all pregnancies in Pakistan, 46% are unintended and unsafe, and the abortion rate remains high at 50 per 1000 women [7]. It is noteworthy that 78% of nonusers of MCMs are women aged 15 to 49 years who have never had discussions regarding FP methods with any health care provider at the community or facility levels [7]. Further, of those who give birth, many do not receive (1) standard antenatal care (ANC), postnatal care (PNC), or quality services at the time of delivery or (2) appropriate management for mother and newborn complications [10].

This is the result of various barriers that have evolved within the broader political, social, and cultural context of Pakistan. A deeper understanding of these barriers and determinants is required to identify gaps within the health system and expand the coverage of FP and maternal, newborn, and child health (MNCH) services [1,11]. From the demand side, literature suggests that women’s empowerment, gender equality, and religious obstacles are contributing factors that heavily influence the uptake of contraceptive methods [12]. However, a further exploration is required at the local level in terms of community perspectives of, resistance to, and attitudes toward FP and contraceptive uptake. Within the country, people living in the lower wealth quintiles (below 25%) and residing in rural areas have a lower literacy level, with young women experiencing a great unmet need for FP services and products [13]. This has translated into poor acknowledgement and adoption of practices relating to healthy timing and spacing of pregnancies and, consequently, higher fertility rates [14,15]. Preference for sons and a lack of husbands’ participation also count as prominent factors in the context of Pakistan that present key barriers to the uptake of FP methods [16,17]. Studies further report that the involvement of supportive male family members has effectively increased the rate of voluntary uptake of contraceptive methods [17]. Given that the bulk of Pakistan’s population is comprised of youth, the need for adolescent-focused interventions to evaluate and improve reproductive health outcomes at scale is urgently needed [8,18].

On the supply side, the literature reports lack of access to information; lack of access to health care service delivery points, especially in rural communities; and fear of side effects as key barriers to MCM uptake. For those who do adopt an MCM, method discontinuation due to poor quality of services provided,
attitudes of health care providers, and cost-bearing during treatment of side effects [9,13,18,19] are key factors in low contraceptive prevalence. Considering FP as the major factor in improving health indicators throughout the course of women’s and children’s lives [20], thereby building trust in government services, making needs-based alignment of FP programs in the country would substantially affect the resistance to opting for contraception [21].

Given these barriers, designing and evaluating integrated FP programs that are based on needs and delivered through existing service delivery platforms have the potential to improve the health and well-being of women and children in Pakistan. The integration of FP with immunization in Malawi resulted in a 14% increase in the uptake of FP methods. Parents experienced greater feasibility marked by reductions in time lost and transport costs as well as access to greater awareness and knowledge while accessing services on the same day. Similarly, health care providers expressed that this integration enhanced their skills, knowledge, and competence [20]. Similar results were found in Liberia and Rwanda, with an emphasis on maintaining privacy for couples in public health settings. The integration of the immunization schedule, with extended postpartum FP, resulted in an increase in uptake [22,23]. In order for the successful and equity-based implementation of integrated services, it was reported that following standard protocols for provision of care and training of health care providers at facility and community levels was necessary [24].

Moreover, a recent study conducted during the COVID-19 pandemic in Ethiopia examined the integration of FP with maternal health care services, including ANC, delivery, PNC, and immunization. The results showed a 6% increase in the uptake of integrated FP services, which is significant in a low-resource setting, given the widespread effect of the global pandemic [25].

The literature has also shown that interventions focusing on community outreach programs and interpersonal communications increase social acceptance of FP methods [26]. However, home-based counseling alone is not sufficient for the uptake and continuation of FP methods [27]; developing linkages with health facilities, maintaining privacy at a health facility, and delivering services in a socioculturally sensitive manner is also important.

In line with this, efforts have been made that involve facility- and community-level health care providers for the provision of MNCH services as the primary mandate of the National MNCH Program. However, there are still deficiencies at the interfacility and intrafacility levels, for example, (1) a lack of coordination among departments, such as pediatrics and gynecology and obstetrics; (2) a lack of management-level coordination with frontline health workers; (3) a lack of equipment and logistics management manifested as an imbalance in demand and supply; and (4) a lack of overall governing bodies [6,28]. Thus, overarching interventions covering service delivery platforms at facility and community levels necessitate the integration and scaling up of FP and MNCH services.

**Implementation Context**

Pakistan is comprised of four provinces (ie, Punjab, Sindh, Khyber Pakhtunkhwa, and Balochistan), two autonomous territories (ie, Gilgit-Baltistan and Azad Jammu Kashmir), and a federal territory (ie, Islamabad); these collectively encompass 150 districts [29]. This study will be conducted in two districts of Sindh province (Figure 1). Sindh has the highest rural-urban difference in fertility rates: 4.7 and 2.9 per woman, respectively. Median age at first birth is 23 years, with only 18% of this age group receiving any contraceptive method. Overall, modern CPR (mCPR) in Sindh is lower (24% vs 26%) and unmet needs are higher (22% vs 17%) as compared to national-level statistics [30].

The public health system consists of a three-tiered health delivery system comprised of domiciliary and outreach services rolled out through LHWs and primary- and secondary-level health care facilities in each district [2]. Each LHW has a catchment population of approximately 1000 to 1500 people. They provide educational, preventive, and promotive services as well as some aspects of curative services in the community. They provide MNCH and FP services to eligible families.
Theoretical Framework

The theoretical underpinning of behavior change will be based on the Theoretical Domains Framework (TDF), version 2.0. The TDF will be applied to provide an in-depth exploration and understanding of factors regarding the demand and supply side and their interaction with and influences on FP uptake [31,32]. This project aims to implement a complex intervention (Figure 2) within health facilities and their catchment communities. This complex intervention includes a series of strategies involving community engagement by extensive community mobilization, availability of trained staff, and sustainable supply of commodities with the required recording and reporting system. Continuous process monitoring and quality assurance will help to replicate the success and address possible barriers during implementation of the intervention. The mechanism of action built on the TDF adopts domains and constructs, including knowledge, skills, beliefs, and intentions. Furthermore, the TDF provides a detailed understanding of complex behavior; thus, it will be used to evaluate the impact of complex interventions and strategies.

Figure 1. Map of Pakistan showing the districts of Badin (control) and Matiari (intervention) in Sindh province.
Figure 2. Theoretical Framework: integrated FP-MNCH services. ANC: antenatal care; DHIS: District Health Information System; FP: family planning; HCP: health care provider; LHW: Lady Health Worker; MNCH: maternal, newborn, and child health; OPD: outpatient department; PNC: postnatal care; SRH: sexual and reproductive health; VHC: village health committee; WSG: women support group.

Research Question
The research question that will be answered by this study is as follows: What is the impact of integrating FP with MNCH services on the uptake of voluntary MCMs in a rural district of Sindh province, Pakistan?

Aim and Objectives
The aim of this study will be to evaluate the impact of an integrated FP-MNCH service delivery model to increase coverage of MCMs in rural Pakistan.

The objectives of this study are as follows:

- To gain an understanding of the cultural and health service delivery contexts to inform a socioculturally appropriate and acceptable intervention package scalable in rural Pakistan
- To implement the intervention package at health facilities and outreach communities through existing public and private sector resources
- To measure the impact and level of effectiveness of interventions on the uptake MCMs
- To identify and quantify the drivers of improved uptake of voluntary methods of FP, especially MCMs.

Methods

Study Design
A quasi-experimental, sequential, mixed methods study design with pre- and postevaluation is proposed to assess the impact of implementing an integrated delivery model on the uptake of MCMs in a rural district of Sindh province, Pakistan.

Ethics Approval
Ethical clearance for this project was sought from the Ethical Review Committee of the Aga Khan University on June 26, 2020. The study protocol was approved by the National Bioethics Committee, Pakistan (ERC number 2021-3606-19065). The baseline assessment was completed in January 2021. The inception period included hiring and deployment of study staff and their training in the standard operating procedures of the project.

Qualitative Component

Overview
The overall objective of the qualitative component is to understand the barriers that married women and girls who are at risk of an unwanted pregnancy face in accessing and using voluntary FP. The information will be used to inform the integrated intervention design and delivery platform. The qualitative component will include focus group discussions (FGDs) with married women of reproductive age (MWRA; 18-49 years) and adolescent girls and boys (15-19 years) to understand behaviors and community-level hindrances to acceptance and use of FP methods. Due to the sensitivity of the topics, separate FGDs will be conducted with male and female participants. In-depth interviews will also be conducted with service providers and health facility managers to understand facility-level and supply-side barriers to uptake of modern FP.
methods and services (see Multimedia Appendix 1 for sample sizes of FGDs and in-depth interviews).

A purposive sampling technique will be used. We aim to conduct 10 in-depth interviews and two FGDs, with 5 to 6 participants in each group. However, this will depend on reaching the theoretical point of saturation. A thematic approach will be used to analyze the data. The FGD guide for data collection will be based on the TDF.

**Analysis of the Qualitative Component**

Analysis will be done using NVivo software (version 11; QSR International). The TDF will be the guiding framework for coding and thematic analysis.

**Systematic Review**

A systematic review of the existing research will be conducted to identify effective FP interventions and strategies that led to an increase in the uptake of MCMs. The research question will look at the impact of effective interventions and strategies on improving the uptake of MCMs in South Asian countries. Various databases (PubMed, Cochrane Database of Systematic Reviews, EBSCO CINAHL, Web of Science, ProQuest Dissertations & Theses, etc) will be used to collect articles published from January 2000 to June 2021. Covidence, a systematic review management program, will be employed to facilitate collaboration across the team. A meta-analysis will be used to synthesize the data from relevant studies into a single quantitative pooled estimate. The pooled estimate will be the outcome of the meta-analysis and will be explained by a forest plot. The meta-analysis will be done using RevMan (Review Manager) software (version 5.4.1; The Cochrane Collaboration). For categorical variables, odds ratios with 95% CIs will be reported; for continuous outcomes, mean differences or standard mean differences with 95% CIs will be reported.

**Quantitative Component**

**Overview**

A nonrandomized, quasi-experimental study design with intervention and control arms is proposed to assess the impact of implementing a complex delivery model of interventions on the voluntary uptake of MCMs in two rural districts of Sindh. Two sequential face-to-face household surveys will be conducted before and after the 12-month implementation of the interventions [33]. The surveys will document the changes over time in mCPR alongside other outcomes of interest, such as unmet needs and demands satisfied.

**Selection of Control District**

We used the propensity score matching technique to select the control district (Table 1). This procedure estimates the probability and propensity that a study unit that has not received the intervention is similar at baseline to another unit from the intervention group, based on a set of key characteristics. As such, it reduces the problem of comparison across large numbers of key variables [34]. In the context of our study, this matching was done to select Badin as the control district to compare with the intervention district of Matiari (Figure 1). The variables used in generating propensity score matching included CPR, mCPR, unmet needs, ANC by skilled providers, deliveries by skilled birth attendants, the Human Development Index, and percentage of full immunization coverage. The district-level data of these indicators were taken from the Sindh Multiple Indicator Cluster Survey 2018 for all 23 rural districts (Multimedia Appendix 2).

**Sample Size Estimation**

With 95% CI and 80% power, a sample size of 880 MWRA, 15 to 49 years, per arm is required to estimate an increase from 28.9% to 36.9% (ie, 8% increase) in the proportion of MCM uptake. The assumed design effect of 1.5 and a 7% nonresponse rate is accounted for in the sample size calculations [35].

**Sampling and Recruitment Strategy**

A two-stage random-sampling strategy will be employed to select the clusters and households with respondents (ie, MWRA, 15-49 years). A higher response rate has been projected, as the survey will be conducted at the field level on a face-to-face basis. The face-to-face method has been accredited in the literature as an effective way of eliciting a higher rate of response from target audiences [33]. Sampling will consider each cluster level as a stratum; each cluster will be comprised of 100 to 150 households in the catchment area of the health facility. Each cluster will be a primary sampling unit. At the first stage, clusters will be randomly selected from the sampling frame of each district. Each household will be a secondary sampling unit. At the second stage, 20 eligible households will be selected using systematic random sampling to reach the calculated sample size (ie, 880 MWRA, 15-49 years, per arm).

**Outcomes**

The primary outcome is the mCPR. The operational definition of the primary outcome can be found in Multimedia Appendix 3.

The secondary outcomes are as follows (see Multimedia Appendix 3 for their operational definitions):

- Unmet needs
- Demands satisfied
- Proportion of women showing positive attitudes toward FP visits where clients received integrated FP-MNCH services

---

Table 1. Selection of control district using propensity score matching.

<table>
<thead>
<tr>
<th>District</th>
<th>Unmet needs, %</th>
<th>CPR, %</th>
<th>Modern CPR, %</th>
<th>Fully immunized, %</th>
<th>Deliveries by skilled birth attendants, %</th>
<th>Antenatal care, %</th>
<th>Propensity score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Badin (control district)</td>
<td>17.9</td>
<td>28.1</td>
<td>28.1</td>
<td>45.6</td>
<td>61.9</td>
<td>82.0</td>
<td>0.36</td>
</tr>
<tr>
<td>Matiari (intervention district)</td>
<td>25.8</td>
<td>32.4</td>
<td>30.6</td>
<td>68.0</td>
<td>65.5</td>
<td>85.7</td>
<td>0.31</td>
</tr>
</tbody>
</table>

*CPR: contraceptive prevalence rate.*
- Proportion of referral completers who accepted an FP method
- Proportion of follow-up visits where clients received integrated FP-MNCH services
- Percentage of women who were satisfied with the services provided
- Percentage of staff scoring 70% or above on a knowledge assessment test using validated tools, at the facility and community levels
- Number of unwanted pregnancies and births
- Proportion of married women who used ANC and PNC services
- Proportion of institutional deliveries by skilled birth attendants.

**Statistical Analysis of the Quantitative Component**

The data will be collected using an Android app and will be uploaded in real time to the Aga Khan University server. Data cleaning will be performed by identifying errors and missing entries under the supervision of the senior data manager. Descriptive statistics will be used to estimate prevalence (i.e., proportions) and frequencies of outcome indicators. A univariate difference-in-difference analytical approach will be used to estimate the effect of the interventions. In addition, a Blinder-Oaxaca decomposition analysis will be conducted to identify and quantify determinants of mCPR. Analyses will be done using Stata Statistical Software (version 16; StataCorp LLC). Weighted analysis will be performed by target age group for each cluster.

**Intervention Sites**

The intervention will be implemented within existing health systems, including public and private health facilities, and among community-level health workers. The intervention duration will range from 12 to 18 months. Six public health facilities working under the Department of Health, 10 private health facilities, and all LHWs working in the catchment areas and along the referral pathway will be included in the Matiari district in Sindh (Table 2). A similar number of health facilities and outreach LHWs will be selected as control facilities and LHWs from the Badin district.

**Table 2.** Health system characteristics of the study districts.

<table>
<thead>
<tr>
<th>District</th>
<th>Type of health facility, n</th>
<th>Lady Health Workers, n</th>
<th>Target population, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matiari (intervention)</td>
<td>Secondary 3, Primary 3</td>
<td>10</td>
<td>269,304</td>
</tr>
<tr>
<td>Badin (control district)</td>
<td>Secondary 3, Primary 3</td>
<td>10</td>
<td>604,888</td>
</tr>
</tbody>
</table>

**Key Strategies to Implement Integrated FP-MNCH Interventions**

An integrated FP-MNCH service delivery model will be implemented. FP will be integrated into the MNCH service delivery platforms of the intervention district’s public sector health care facilities, as follows:

1. ANC clinics: counseling on first ANC visit, counseling on follow-up ANC, and recruitment for postpartum FP uptake.
2. Labor and delivery rooms: counseling during admission to the health care facility. The focus of the counseling sessions will be on provision of information about the benefits of spacing of pregnancies for the mother and newborn, and information on different MCMs available and when to use them.
3. Pediatric outpatient departments: counseling of women of reproductive age and caregivers on the importance of FP and referral to the FP clinics.

In addition, LHWs will be encouraged to integrate FP into their routine MNCH activities at the household and community levels.

The proposed interventions and strategies based on the existing evidence are listed below; the strategies will be refined and finalized based on the findings of the qualitative research:

1. Capacity strengthening of health care providers serving at government secondary- and primary-level hospitals and LHWs serving in the facility catchments, as follows: (a) technical trainings; (b) training for counseling of women attending ANC, PNC, and pediatric clinics; and (c) provision of job aids.
2. Counseling of women and girls attending ANC, PNC, and pediatric clinics regarding the importance of FP and referral to the FP clinics.
3. Ensuring the sustained provision of supplies and commodities.
4. Community engagement, including adolescent and youth populations.
5. Use of District Health Information System data in decision-making.

**Results**

The study was registered at ClinicalTrials.gov (NCT05045599). The baseline assessment was completed in January 2021. The inception period included hiring and deployment of study staff and their training in the standard operating procedures of the project. The intervention phase began in July 2021 and will run until June 2022. The impact assessment will be conducted from July to September 2022. Details of the study timeline are outlined in Multimedia Appendix 4.

**Discussion**

Despite the knowledge and scalability of evidence-based interventions and commitment from the government and other NGOs to improve reproductive health, Pakistan still lags behind its regional counterparts in achieving accelerated progress in FP indicators. Addressing this lag requires exploring
context-specific interventions and strategies to ensure affordable access to, and availability of, quality FP products, information, and services within existing service delivery platforms. This provides a prime opportunity to develop scalable and sustainable models that can reach and benefit the most vulnerable and marginalized populations across the country.

This project, through its qualitative components, seeks to deconstruct the sociocultural sensitivities and context of FP service delivery and uptake in Pakistan and further attempts to understand the barriers and facilitators to the voluntary uptake of FP services and improved health outcomes for women and young girls in this regard. Studies in India and Nigeria report a strong negative correlation between communities that harbor a conservative cultural and religious belief system and low demand and acceptance of contraceptive services and uptake [36]. These belief systems present a spectrum of factors, including women’s restrictions on movement, religious reservations regarding the use of contraceptives, and denial of women’s rights to decision-making and choices related to their health and well-being [36,37]. Many of these factors are present in the context of Pakistan and serve as barriers to FP access and uptake, specifically for women residing within communities in remote rural areas [21].

Therefore, identifying the local grassroots context and synchronizing it with FP intervention design and implementation strategies holds the key to addressing barriers to voluntary FP uptake faced by women in their day-to-day lives and achieving meaningful and effective coverage of FP interventions. Furthermore, studies conducted in Nepal and Bangladesh that reflect an FP demographic and landscape similar to that of Pakistan emphasize the efficiencies of adopting an integrated approach toward improving FP service delivery, quality, and uptake [30,38]. Strategically integrating FP services with services provided along the MNCH continuum of care has yielded significant impact in terms of increasing the prevalence of MCMs and their sustained use [39]. More specifically, the delivery of FP services to women at crucial points in the delivery of ANC, postpartum care, and PNC is highlighted in several studies in South and sub-Saharan Africa as a highly effective and feasible strategy to motivate new users of both short-term and long-term contraceptive methods [40,41].

Moreover, a plethora of quasi-experimental studies conducted within low- and middle-income countries, including Pakistan, concluded that FP intervention designs that cater to strengthening FP service delivery at both the facility and community levels are best equipped for success in the South Asian context [42-44]. Factors identified in the literature at the facility level include the following: capacity building of FP health care providers; strengthening supply chain and stock management of essential FP commodities and equipment; extending the scope of technical FP services and products, including surgical application of MCMs; and providing counseling services to women and family members at the facility level [45]. At the community level, the mobilization of community-based workers to generate awareness and demand for FP uptake is instituted through visiting households; educating and promoting FP among various community forums and groups; counseling women, men, couples, and families with regard to the importance and uptake of FP and MNCH; and establishing improved systems for referral and linkages [43,46]. This study, through its qualitative and quantitative components, will attempt to gauge both facility- and community-level factors that can be strengthened as part of the strategic implementation of the intervention to increase uptake of MCMs.

Therefore, this project provides a prime opportunity to generate evidence on effective interventions and strategies that are contextually relevant and sensitive. These strategies would improve access to FP information and services for the women of reproductive age and their family members who come into contact with the health system. Such care-seeking presents a premise of missed opportunities that can otherwise be effectively used by simply integrating FP information and services and making them available at the health facility level, in those facilities that provide MNCH services, and at the community level through LHWs and community worker mobilization.

Thus, the learnings from this study will provide a credible and robust foundation on which to design an effective intervention model that can eventually be scaled up to other districts, regions, and provinces across Pakistan. The lessons learned and the best practices emanating from this model will pave the way for evidence-informed FP program and policy making at the broader national level.
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Abstract

Background: The work environment is a complex phenomenon in which many factors interact. Scientific research indicates a relation between the work environment and employee health, staff turnover, patient satisfaction, and patient safety. There is a great need for knowledge on how to conduct work environment interventions and practical work environment management to maximize benefits to the employees.

Objective: The aim of this study is to explore how Occupational Health Service (OHS) support will affect the work environment, sick leave, staff turnover, patient satisfaction, and patient safety during and following the COVID-19 pandemic in a medical ward setting.

Methods: A mixed methods evaluation of a concurrent work environment quality improvement project at the Department of Internal Medicine and Geriatrics in a local hospital in the south of Sweden will be performed.

Results: The mixed methods evaluation of the quality improvement project received funding from Futurum–Academy for Health and Care, Jönköping County Council and Region Jönköping County, and the study protocol was approved by the Swedish Ethical Review Authority. The work environment quality improvement project will continue between May 2020 and December 2021.

Conclusions: The study might contribute to increased knowledge of how work environment interventions and practical work environment management can impact the work environment, and employee health, staff turnover, patient satisfaction, and patient safety. There is a need for knowledge in this area for OHS management to provide increased benefits to employees, employers, and society as a whole.

International Registered Report Identifier (IRRID): DERR1-10.2196/34152

(JMIR Res Protoc 2022;11(3):e34152) doi:10.2196/34152
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**Introduction**

**Work Environment**

“Work environment” is a broad term that implies everything workers are exposed to when working. The work environment can relate to work tools; air, noise, and light; psychological aspects; work organization; and well-being at work [1].

The work environment can be affected by both internal work environment factors as well as external societal factors [2]. Internal work environment aspects must be considered to understand the complexity of the work environment and its effects on human health [3-5]. The physical, environmental, and organizational/social aspects of the work environment must be understood separately [3], and the interaction between these work environment factors must be considered to understand the work environment. The complexity of internal work environment factors is exemplified in a meta-analysis showing associations among workload, job control, decision authority, and social support at work and chronic low back pain [5]. The exposure of work environment factors must be understood in relation to its exposure intensity, duration, and frequency. This is exemplified by a meta-analysis evaluating the effects on lower back pain, showing that both intensity and frequency are important aspects of the exposure [4]. External societal factors such as income inequality, social trust, and public health must also be taken into consideration, since these affect the work environment and occupational health [2].

The COVID-19 pandemic is another example of an external societal factor affecting the work environment and occupational health. Problems related to the work environment, such as high demands and a low degree of support at work, were present in the health care sector before the pandemic [6]. Research shows a high degree of mental health problems such as stress, depression, and sleep disorders in health care personnel as a consequence of the pandemic [7]. Scientific research shows conflicting results regarding work environment interventions and the effect on human health, with some studies showing no effect [8-11] and other studies showing positive effects [12-14]. In addition, there is a lack of both quantitative and qualitative evidence about what type of interventions will most improve the resilience and mental health of frontline workers during epidemics and pandemics [15]. Research to improve knowledge in this area is a high priority, since scientific evidence supports a link between the work environment and health [4,16], staff turnover [17,18], patient satisfaction [19], and patient safety outcomes [20].

**Improvement Science**

Improvement science might be a suitable approach to deal with the complexity of the work environment [21]. Improvement science has been defined as “a data-driven change process that aims to systematically design, test, implement, and scale change toward systemic improvement, as informed and defined by the experience and knowledge of subject matter experts” [22]. Two central parts of improvement science are the implementation of actions and ongoing evaluations during the actions [22].

An improvement science approach is somewhat supported by a recent systematic review of interventions to improve the work environment in health care, showing that a participatory approach, continuous ongoing improvement projects, and tailoring interventions to the workplace needs are important aspects of interventions to improve nurses’ work environments [23].

**Systematic Work Environment Management**

These previous results support the use of systematic work environment management (SWEM) and Occupational Health Service (OHS) support in SWEM. SWEM is a provision from the Swedish Work Environment Authority that describes mandatory work by the employer to minimize ill health and accidents at work, and promote a satisfactory working environment [24]. SWEM is conducted through risk assessment, measures, and follow-up as a continuous process. When competence within the employer’s own activity is insufficient for SWEM, the OHS can be contacted for support [24].

The OHS has a key role in supporting the health and work ability of employees in many settings [25]. The OHS has been endorsed by both the World Health Organization and the International Labor Offices as a means of ensuring a safer, healthier, happier, and more productive workforce [26]. The OHS is characterized as experts who can deliver high-quality services aimed at the working environment, and that are not offered by the employers [25]. Requirements for effective collaboration between employers and the OHS include flexible long-term contracts, effective collaboration with shared goals, frequent contact, trust, and the OHS strategically shifting from being curative to preventive [25]. The SWEM provisions include a requirement for employers without adequate internal competence to contact the OHS for support in the process. However, this is rarely enforced by labor inspectors since they find that the OHS often lacks competence in SWEM [27].

**Structured Multidisciplinary Work Evaluation Tool**

The Structured Multidisciplinary Work Evaluation Tool (SMET) was developed through action research [28], as no method for OHS support in SWEM was found. SMET consists of four parts, performed in continuous iterations: (1) start-up discussions with the workplace, (2) risk assessment, (3) tailored measures, and (4) evaluation. The risk assessment has two parts. The first part is the SMET questionnaire by which the employees evaluate the work environment. The second part is an objective in-depth analysis of the workplace, performed by the OHS. The SMET questionnaire consists of 30 items divided into three domains: physically demanding factors, environmentally demanding factors, and psychosocially demanding factors. Each domain consists of a few self-estimating items where the employees rate the degree of work-related problems on a 1-10 scale. Each domain also has one item where the employee will rate which of the previous self-estimating items constitutes the worst problem, and finally an open-ended item. The SMET questionnaire has been evaluated regarding content validity [28], intrarater reliability in the analysis of the open-ended items, and test-retest reliability of the self-estimating items [29], and
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It has been shown to reflect the true physical workload of nursing assistants in a medical ward setting [30]. The objective in-depth analysis of the workplace is a deeper evaluation of the result in the SMET questionnaire, and entails visiting the workplace and, for example, measuring noise levels and narrow spaces or collecting sick leave data [28,29].

It is of great importance to increase the knowledge of how OHS support, with SMET in SWEM, should be conducted to benefit employers and employees, and what types of benefits can be achieved.

The aim of this study is to explore how OHS support, with SMET in SWEM, will affect the work environment, sick leave, staff turnover, patient satisfaction, and patient safety during and following the COVID-19 pandemic in a medical ward setting.

**Methods**

**Design**

The study involves an action research approach, with evaluation of a concurrent work environment quality improvement project using an interactive mixed methods design [31].

**Sample**

Ongoing evaluation is conducted with all employees at the Department of Internal Medicine and Geriatrics in a local hospital in the south of Sweden based on a work environment project at the department. Involved professions are specialist physicians, resident physicians, intern physicians, nurses, nursing assistants, and care administrators. Inclusion criteria are individuals working at the studied department who want to participate in the research project. Exclusion criteria are hourly employees and employees on sick leave and parental leave.

**Clinical Intervention**

The work environment project started at the Department of Internal Medicine and Geriatrics in May 2020 to promote the work environment and health during and following the COVID-19 pandemic. Mapping and reporting the work environment will be conducted in three steps at the department, every quarter from June 2020 to December 2021: (1) mapping the work environment with a questionnaire to all employees, (2) meeting with a reference group, and (3) meeting with the management.

The reference group consists of six employees, from different parts of the department and with different professions. Participants in the reference group were based on a pragmatic sample according to willingness to participate.

Results regarding the work environment from the questionnaire and the meeting with the reference group are compiled and presented to the management. Based on the results, the management can initiate tailored interventions in the work environment. Due to the COVID-19 pandemic, no objective in-depth analysis in the actual workplace is conducted, since this would have meant additional staff being present physically at the department.

**Data Collection**

Research data will be collected quarterly through interactive acquisition and evaluation of qualitative and quantitative data regarding the work environment, leadership qualities, and work environment interventions within the work environment project. The work environment quality improvement project started in May 2020. Quantitative data will be collected with the SMET questionnaire for evaluation of the work environment, and with three questions regarding leadership qualities from the Copenhagen Psychosocial Questionnaire 3 (COPSOQ III). Both questionnaires have been tested and have shown good psychometric properties [28,29,32,33]. The use of the three items of leadership quality in COPSOQ III in isolation is supported by good internal consistency and floor/ceiling effects in these items [33].

Qualitative data will be collected through meetings with a reference group and manager interviews. Meetings with the reference group, lasting approximately 1.5 hours, will be held every quarter and will be led by the first author. The results from the questionnaires will be presented to the reference group, who will then discuss the result based on three reflection topics: Is the result correct? Causes? Solutions? The task of the reference group is to support the OHS in interpreting the results based on their work context. The results from the reference group will be compiled using written meeting diaries (by the first author), with these topics.

Monthly interviews will be conducted by the first author with the Deputy Head of the department for continuous evaluation of occupancy rate, ongoing work environment interventions, and other organizational interventions at the department. The interviews will be conducted by telephone and will last 20-30 minutes. The results from these interviews will be compiled using written meeting diaries (by the first author) with the topics occupancy rate, ongoing work environment interventions, and other organizational interventions at the department.

Data on sick leave and staff turnover will be collected from the human resources organization, from January 2015 to the end of the project in December 2021. Data on patient satisfaction will be collected from national registers at the Swedish Association of Local Authorities and Regions, and data on patient safety will be collected from the national quality register Senior Alert.

**Data Analysis**

The Department of Internal Medicine and Geriatrics has approximately 240 employees. Power analysis showed that to identify a moderate effect size (Cohen W>0.30) in the SMET questionnaire with an α value of .05, power of 0.80, and 2 degrees of freedom, a sample of at least 54 individuals/measurement opportunities is needed. Qualitative data in the SMET questionnaire will be analyzed by content analysis, as described in Haraldsson et al [29]. Qualitative data from the monthly interviews with the Deputy Head of the department and from meetings with the reference group will be compiled using written meeting diaries (by the first author). The use of research notes such as written meeting diaries has been shown to offer data of good quality, being less time-consuming and more cost-efficient than verbatim
transcription of interviews [34]. Data on sick leave, staff turnover, patient satisfaction, and patient safety will be collected and divided into two parts: the time before the COVID-19 pandemic (January 2015 to February 2020), and during and following the COVID-19 pandemic (March 2020 to December 2021) for comparison with a reference group consisting of several other departments of internal medicine. A mixed methods approach, with integration of both quantitative and qualitative data, will be used to increase the understanding of the results [31].

**Ethical Considerations**

This study is a mixed methods intervention study, where the interactive research follows an ongoing quality improvement project. Questionnaire data on the work environment and leadership might be considered sensitive personal data, and data on sick leave are definitely considered as such. The collected data might be regarded as sensitive concerning personal integrity and will therefore be presented only at the group level. Conducting a study at only one department in a hospital might have the risk that an individual employee will be indirectly identified. This risk is considered insignificant since the department has 240 employees. Email addresses of all the employees will be acquired from the department. The questionnaires will be sent by the online questionnaire program esMaker. The questionnaires will be anonymized in esMaker. This means that the anonymization will be conducted by the esMaker system and not by the researchers. The results from the reference group will be compiled at the group level, which implies that these data will be anonymized as well.

Workplace data on sick leave and staff turnover, the personal integrity will be secured by obtaining the data at the group level by the human resource department. No individual data will be acquired, handled, or presented by the research group. The collection of these data is important to be able to achieve the scientific aims, and to evaluate if the quality project was successful in promoting the work environment and health.

Informed written consent will be collected from the head of the department and from the participants in the reference group meetings before the study is started. All employees at the involved department will receive oral and written information about the follow-up research project. Informed consent will be collected from all 240 employees, through the questionnaire, regarding the work environment, but it will not be collected regarding data on sick leave and staff turnover, since these data will only be presented at the group level and collection of such is part of an ongoing quality project at the clinic. Data from the questionnaire, diaries from the reference group, sick leave, staff turnover, and diaries from the monthly interviews with the Deputy Head of the department will be stored on a safe hard drive in Region Jönköping County in accordance with General Data Protection Regulation. No individual data, only data at the group level, will be stored. The study protocol was developed in accordance with the Helsinki Declaration [35] and the Swedish Ethical Review Act [36], and was approved by the Swedish Ethical Review Authority on October 26, 2020 (Dnr: 2020-03891).

**Results**

The mixed methods evaluation of the quality improvement project received funding from Futurum–Academy for Health and Care, Jönköping County Council and Region Jönköping County, and the study protocol was approved by the Swedish Ethical Review Authority. The work environment quality improvement project started at the Department of Internal Medicine and Geriatrics in May 2020. Mapping and reporting the work environment to the management have been conducted every quarter from June 2020 to September 2021. On the basis of the results, the management has conducted tailored interventions to promote the work environment and employee health continuously during and following the COVID-19 pandemic. A scientific evaluation of the work environment quality improvement project will continue when the project ends in December 2021.

**Discussion**

**Principal Results**

There is great complexity in assessing a work environment. The conflicting results in work environment intervention studies and the suboptimal use of OHS in SWEM might be an outcome of this complexity. The results from this study will contribute to bridging the knowledge gap between SWEM and effective interventions in this field. A deeper understanding of factors linked to practical work environment management in hospitals can benefit employee health, staff turnover, patient satisfaction, and patient safety.

Central parts of SWEM and improvement science are ongoing evaluations and implementation of actions. Considering ongoing evaluations, valid and reliable tools for measurement are central to increasing the understanding and learning in the process. Our previous research has shown the SMET questionnaire to be a valid and reliable method for evaluation of the work environment [28,29], which ensures good quality of the risk assessment in SMET.

The study is a mixed methods evaluation of a concurrent work environment quality improvement project conducted before, during, and following the COVID-19 pandemic. The COVID-19 pandemic has shown that there is a great need for increased knowledge about how to protect health care personnel, regarding work environment stress, during disease epidemics and pandemics [7]. A recent Cochrane report showed a lack of both quantitative and qualitative evidence with regard to how resilience and mental health can be increased in frontline workers during and after epidemics and pandemics. The authors state that research to determine the effectiveness of such interventions is a high priority [15].

The results from this study will be used to improve the work environment in the regional context but will also contribute to knowledge in work environment interventions from a wider perspective. The results will be disseminated through national and international conferences as well as scientific journals.
Conclusions
The study might add knowledge about work environment management and intervention studies with SEMT, and how to conduct work environment interventions with a systems approach, a topic in great need of increased knowledge [37]. The study might also contribute to increased knowledge of how work environment interventions and practical work environment management can impact other factors linked to the work environment. Increased knowledge in this area is of great importance, since scientific research indicates a relation between the work environment and employee health [38-40], staff turnover [17,18], patient satisfaction [19], and patient safety [18,20]. There is a need for knowledge in this area for OHS management to increasingly benefit employees, employers, and society as a whole.
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Abstract

Background: The nonlinear nature of contagious diseases and the potential for exponential growth can be difficult to grasp for the general public. This has strong implications for public health communication, which needs to be both easily accessible and efficient. A pandemic is an extreme situation, and the accompanying strict societal measures are generally easier to accept if one understands the underlying reasoning behind them. Bringing about informed attitude change and achieving compliance to strict restrictions requires explanations of scientific concepts and terminologies that laypersons can understand.

Objective: The aim of the project is to develop effective, evidence-based modes of video communication for translating complex, but important, health messages about pandemics to both the general population and decision makers. The study uses COVID-19 as a case to learn and prepare society for handling the ongoing and future pandemics, as well as to provide evidence-based tools for the science communication toolbox.

Methods: The project applies a mixed methods design, combining qualitative methods (eg, interviews, observational studies, literature reviews) and quantitative methods (eg, randomized controlled trials [RCTs]). The project brings together researchers from a wide range of academic fields, as well as communication industry professionals.

Results: This study has received funding from the Trond Mohn Foundation through the Research Council of Norway’s “COVID-19 Emergency Call for Proposals” March 2020. Recruitment and data collection for the exploratory first phase of the project ran from February 2021 to March 2021. Creative communication work started in May 2021, and the production of videos for use in the RCTs in the final phase of the project started in September 2021.

Conclusions: The COVCOM project will take on several grand challenges within the field of communicating science and provide evidence-based tools to the science communication toolbox. A long-term goal of the project is to contribute to the creation of a more resilient health care system by developing communication responses tailored for different audiences, preparing society for any future pandemic.
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### Introduction

A pandemic is an extreme situation, and extreme measures are needed to combat it. Although similar numbers of people die annually in traffic or from cancer, the number of people who catch a contagious disease can grow at a rapidly increasing rate. This nonlinear nature of contagious diseases and the potential for exponential growth can be difficult to grasp for the general public. At the same time, this feature of contagious diseases brings about a need for measures that are not only rapid but also often radical. This has strong implications for public health communication, which needs to be both easily accessible and efficient.

During the COVID-19 pandemic, scientific knowledge from various fields of health research has been at the heart of decision-making. Strong preventive and societal measures—with substantial implications on peoples’ lives—have been central to combating the pandemic. Such measures are generally easier to accept if one understands the underlying reasoning behind them [1-3], and bringing about informed attitude change and achieving compliance to strict restrictions thus require explanations of scientific concepts and terminologies that laypersons can understand. Therefore, in order to effectively tackle pandemics, the provision of large-scale information outreach is imperative.

However, how to do this—or how not to do it—is poorly understood, with several grand challenges, sparse research within the field, and limited available empirical evidence for making generalizations [4,5]. Systematic reviews [6-9] have found multiple knowledge gaps in pandemic risk communication, for example how risk perception is framed by competing narratives, the lack of in-depth learning from past experiences [8], and slim evidence of the effectiveness of pandemic risk communication [6].

Guaranteeing the flow of information to engage stakeholders is important [9]. Different stakeholders (eg, policy makers, infection control bodies, primary and specialized health care providers) need a common understanding of risk, risk implications, and consequences. This implies that the understanding of key scientific information, and the lack thereof, might facilitate understanding of why national and international societies have not been able to learn from the past and prepare for predicted catastrophic pandemics like COVID-19 [10].

Although crisis communication is an established research field within leadership [11], little is known about the communication of the science upon which leadership and decision-making are based. In the COVID-19 pandemic, this typically entails health science topics related to contagious diseases, including mathematics, epidemiology, risk, medicine, and health. Establishing evidence-based communication that helps facilitate understanding, attitudes, and risk behaviors, and what works for whom, is essential.

The first empirical gap analysis in the field of science communication—including ~3000 papers—identified several grand challenges [4]. First, the field is mostly limited to one-off studies, and there is a need for longitudinal, experimental, comparative, and wider systemic research to understand how contents and channels, actors, and audiences interrelate. Second, the field is caught in disciplinary structures, and the opportunity for interdisciplinary integration has not been seized. Third, there is a lack of transfer and collaboration between researchers and practitioners, and getting practitioners involved in the research has been suggested to bridge the divide. Randomized controlled trials (RCTs) in science communication are few, with retrospective analyses being the norm. The move toward evidence-based science communication, inspired by the impact of evidence-based medicine over the past decades, has been called for [5]. Experimental studies, capable of invalidating previously accepted practices and replacing them with new ones that are more accurate and effective [12], is an integral part of achieving this.

All communication takes place within a continuously changing culture, and narratives, images, and metaphors that worked yesterday might not work today. This must be taken into account when creating health science communication. How you say something is as important as what you say. Arts is central for outreach [13], and in March 2020, the World Health Organization (WHO) sent out an open global call to creatives to help with communication in the COVID-19 pandemic [14,15]: Creativity in health science communication is a necessity. It is however poorly understood and underused.

The population’s media habits have changed rapidly in recent years. Driven by social media and smartphones, each citizen can now choose on what to spend their time. Video consumption is increasing, and video makes up an estimated 80% of all internet traffic [16]. YouTube, the world’s largest video site, has 2 billion monthly users, with >500 hours of content uploaded every minute [17]. In the United States, YouTube on mobile alone reaches more 18- to 49-year-olds than any cable TV network [18]. However, despite the scale of video consumption, there is little extant evidence to guide the effective use of video for relaying complex health messages. It is well-known in risk and public health communication that trust is key [19,20], and there is a growing body of research on narrative-based methods and digital storytelling within medicine and health [21,22]. However, much research remains before we fully understand how to best utilize the video format for effective public health communication.

Film is a powerful communication format, frequently used in advertising and popular culture. It is a collective process in which screenwriters, directors, cinematographers, set designers, and professional performers come together to tell a story using moving pictures. Artistic choices are central to filmmaking but are rarely considered when communicating science through film. In an analysis of 400 science videos on YouTube, videos generally fell into 1 of 4 categories: video-blog, voice-over animation, recorded presentation, or interview [23]. Notably, none of the most viewed videos on YouTube in 2019 fell into any of these 4 categories. That is, the video styles most often used by science communicators are not the video styles that tend to attract large audiences, indicating that there is something to be gained by exploring other creative means when producing videos in order to attract larger—and other—audiences when communicating scientific knowledge. In order to create effective
science communication, interdisciplinary collaboration of experts from disciplines with different norms and practices is needed [24]. Achieving this is challenging, and the field remains immature.

To tackle the grand challenges within the field of science communication [5], the current project takes an interdisciplinary approach to developing effective communication for pandemics. Creating effective science communication requires collaboration between not only scientists with expert knowledge in the subject matter and in communication [25] but also actual communicators. This study brings together experts from a wide range of fields, including researchers from health studies, humanities, risk, societal safety, medicine, nursing, public health studies, psychology, visual communication, epidemiology and statistics, as well as mass media professionals, communicators, and filmmakers, in order to ensure first-hand cultural know-how for contemporary communication. This is done order to move from experience to evidence-based communication.

The primary objective of the study is to use video to develop effective, evidence-based modes of communication for translating complex, but important, health messages about pandemics. The study uses COVID-19 as a case to learn and prepare society for handling the ongoing and future pandemics, as well as to provide evidence-based tools for the science communication toolbox. This will be achieved through the following secondary objectives:

1. Identify communication strategies and key topics about pandemics that public health scientists and officials need to communicate
2. Explore communication strategies and artistic dimensions in filmmaking for the creation of effective science communication videos aimed at lay viewers, focusing primarily on the adult part of the Norwegian speaking population with a general primary school level understanding of science
3. Test the effect of these videos through controlled experiments, coupling communication to learning outcome and individual differences such as attitude(s) and compliance towards the topic(s), exploring also sociodemographic variables
4. Identify the features of the most effective videos on a mass communication scale in collaboration with national mass media broadcasters

We hypothesize that shorter, props-driven videos will outperform longer, more static and scientifically focused videos in terms of comprehension of the topics communicated, while trust will be higher in the latter. For intensions, behavior, and behavior change, we hypothesize that narratives and metaphors will be more effective than the factual scientific information itself. Further, optimizing communication for accessibility by reducing scientific precision will not significantly reduce comprehension, intensions, or active behavior. Finally, observed effects will vary according to the demographic characteristics of the receiver.

**Methods**

**Study Design**

The study applies a sequential mixed methods design [26], combining various qualitative and quantitative research methods. Research in science education [27,28], health communication [29], and cognitive anthropology and psychology [30,31] suggests that people interpret new information in light of their existing beliefs. Rather than relying on scientists’ opinions only, the communication of scientific knowledge should thus be based on evidence of the audience’s relevant beliefs and what they are still missing [32,33]. Aligned with this, we apply a so-called mental models approach to developing communications as our theoretical anchor for the sequential design to communicating scientific knowledge [34]: First, identify what people need to know to make more informed decisions; second, identify what they already know and how they make decisions; third, create the communication; fourth, test its effectiveness. This approach resonates with the call for an evidence-based approach to communicating science [5,35]. Correspondingly, the project is operationalized into 3 work packages (WPs) that build on each other (Figure 1). These 3 phases of the project are described in detail in the following sections.

---

**Figure 1.** Study design and workflow of work packages (WPs). RCTs: randomized controlled trials.

---

**Outcomes**

- Novel tested methodology for pandemic risk communication
- Tailor-made strategies and scenarios for target groups
- Video material for future public use
Recruitment

A large part of the study will run throughout the course of a worldwide pandemic, with the accompanying societal restrictions setting the context of the project. Most of the data collection will take place digitally, with reduced need for travel and physical meetings, using online surveys, video interviews, and interactive methods (eg. stakeholder analyses and workshops). The study population will include both experts and representatives from the general public as part of a holistic approach to how health risk and consequences are understood and communicated on all levels. More detail about the individual WPs is provided in the following sections.

Phase 1: Establishing What Needs to Be Communicated (WP1)

WP1 will apply multiple qualitative methods to identify communication strategies and key topics related to pandemic risks to be communicated to the public. The views from both communicators and receivers of pandemic information are included. WP1 will inform WP2 and WP3 on what people already know, how they make decisions, and what they need to know to make more informed decisions when facing pandemic risks [32,34].

Rapid Scoping Review

The WP will involve a rapid scoping review [36,37] to obtain an overview of the evidence pertaining to diverse modes of communication used by health authorities in health risk communication with the public during a pandemic. The databases MEDLINE and EMBASE will be searched for publications from 2009 to 2020. This will provide information about key scientific concepts, types of outcomes, and research gaps related to diverse modes of communication.

Mental Models

Employing semistructured individual interviews, WP1 will involve the creation of 2 mental models. First, a public mental model will explore how the public perceives difficult scientific concepts and acts on the public health risk communication related to COVID-19. Second, an expert mental model will identify key topics and communication strategies related to pandemic risk [32]. Analyses will be guided by the mental model framework by de Bruin and Bostrom [34]. Mental models are representations of how something works in the real world, and the framework by de Bruin and Bostrom [34] was developed to assess what to address in science communication.

Rather than recruiting a large representative sample, it is recommended to recruit a small but diverse sample of participants (~10-15 participants) when exploring mental models [34]. For the public mental model, we apply a purposive sample of Norwegian citizens between 18 years and 80 years old, with various levels of education, gender, and a range of geographic regions in Norway. For the expert mental model, we include experts with various levels of knowledge of issues regarding COVID-19 risk and mitigation at different system levels (eg, municipality, hospital, national level, research). The identified topics will be analyzed in a directed content analysis, focusing on scientific concepts for public risk communication and the identification of possible new scientific concepts for pandemic risk communication [38].

Stakeholder Analysis

Finally, in WP1, we will undertake a stakeholder analysis to identify various stakeholder groups, assessing their different roles and values [39]. This to gain insight into the responsibility of different stakeholder groups, the perspectives of those involved in public health risk communication, and possible trade-offs in public risk communication. Here, we define stakeholders as individuals who represent a unit or organization that participates in public risk communication related to COVID-19 in Norway.

First, we will identify key stakeholder groups for pandemic risk communication at the local municipal level, at the hospital level, and at the policy level by reviewing publicly available policy documents describing the stakeholder’s roles and responsibility in pandemic management. Our sampling strategy is to include stakeholders with key roles in risk communication across these levels in the health care system. We then assess their different perspectives and values by interviewing a sample of ~10 stakeholders involved in communication of pandemic risk information representing different system levels. The document and participant interview data will be analyzed in a directed qualitative content analysis with predetermined categories for micro, macro, and meso levels and inductive category development to analyze values and perspectives [40]. Here, micro-level research refers to the examination of individuals and individual-level interactions (eg. intentions, feelings, and beliefs), the meso-level examines groups (including teams, units, and organizations), and macro-level research examines the political-administrative environment (including national systems, regulation, and cultures).

Recruitment and Sampling

User representatives, nongovernmental organizations, partners in the consortium from Stavanger University Hospital, Haukeland University Hospital, and the Center for Developing Institutional and Home Care Services Sogn and Fjordane will contribute to the recruitment in the various WP1 substudies. Participants will also be recruited by inviting eligible participants identified by the COVCOM team.

Phase 2: Creating Communication (WP2)

Creative choices are central to filmmaking but are rarely considered when communicating science. In this WP, we will study the creative processes that underlie effective translation of scientific information into understandable communication.

Video Review

To explore how videos created by health authorities measure up to contemporary video content, WP2 will include a video review of existing COVID-19 video communication. Online sites for Norwegian health authorities, including health entities at both national and regional levels, will be searched for video content, and entities with a dedicated YouTube channel featuring COVID-19–related video content will be included. These videos will be compared with COVID-19–related videos created by the WHO, as well as the most watched COVID-19 videos on
YouTube. Aiming for a comparable number of videos, we will select, for example, the top 10 to 20 videos on YouTube for each of the search terms “covid 19” and “corona virus” using the YouTube search engine. Press briefings, live videos, and news reports will be excluded: We are interested in purposely produced video content rather than mere recordings of ongoing events. A content analysis of video formats and creative means utilized will be carried out to identify how health authorities measure up to contemporary video communication, both creatively and in reaching video consumers, identifying potential shortcomings and potential for improvement.

The Communicators’ Views

Aiming to uncover structural differences and similarities in how communicators from different fields approach the creation of health science communication, we will recruit 2 participants from each of 6 different professions: public health communication, health communication, science TV and film production, video journalism, creative advertising, and social media. First, we will conduct semistructured individual interviews, identifying their approaches to video communication, their thoughts on existing COVID-19 videos, and their take on interdisciplinary collaboration. Participants will then be paired profession-wise and observed while discussing ideas for new pandemic-related video communication. Through content analysis gaps and differences in the weighting, sequencing and overall approach when tasked with creating pandemic video communication will be identified.

Turning Scientific Information Into Accessible Videos

Informed by WP1, professional audiovisual science communicators will create videos with explanations of key topics related to pandemics aimed at laypersons. This entails a focus on factors like choice of sender, ethos of the messenger, semantics, properties of context, metaphors, use of props, visual language, cinematic techniques, and editing. The output will be multiple research-based videos developed to translate pandemic scientific information in different ways, ready for experimental testing and assessment of the effect of creative choices on outcomes related to learning and attitudes toward the topic (in WP3).

This creative work will be observed, with an estimated 10 group sessions involving 1 hour of creative concept development and 10 hours of observation of the production, supplemented with 10 half-hour individual interviews. These time estimates are pragmatically chosen as estimates of how much—and how closely—the creative process and the production should be followed in order to gain sufficient insight into the process. These times are flexible and can be adjusted if needed.

Following the full video production throughout the WP will help untangle the creative process as performed by industry professionals when developing effective health science communication. The study will be guided by the creative process stages (CPS) model with its 17 stages that make up the artistic creative process [41]. This enables the study of the creative process at the macro level (the main stages) and micro level (the thinking underlying the stages) and takes an ecological approach: observation in the natural environment while the creative work is unfolding. This enables a direct, rich, and inexpensive assessment of the creative process, and the method has high ecological validity [41]. Based on the CPS model, WP2 will involve deductive development of a methodology for visualizing creative processes, so as to be able to capture, analyze, and visually present the multidimensional and intertwined aspects and stages involved in creative communication work.

Recruitment and Sampling

Participants will be recruited through the project’s consortium members and its wider network, as well as through project members’ own networks, including Stavanger University Hospital, Center for Developing Institutional and Home Care Services Sogn and Fjordane, Norwegian Institute of Public Health, Dagbladet, Anorak, Bulldozer Film, and Nordic Screens. Gender balance will be taken into account in the recruitment process, along with age, educational background, and occupation. All interviews and observation studies will be carried out virtually using Zoom.

Phase 3: Evaluating the Communication’s Effect (WP3)

Building on the work in WP1 and WP2, WP3 will involve quantitative experiments to assess the effect of various factors related to audiovisual public communication of health science in general and pandemics in particular.

Scoping Review

First, in WP3, we will conduct a scoping review focusing on the recipients of the communication. We will search 3 main databases for public health, social sciences, and biomedical studies: PubMed, Scopus, and Embase. The search string will be designed based on the PCC (Population-Concept-Context) framework as recommended by the Johanna Briggs Institute Manual for Evidence Synthesis and scoping reviews [42] as a less restrictive alternative to the PICO (population, intervention, comparator, and outcome) mnemonic recommended for systematic reviews. The scoping review is expected to provide a comprehensive view of the state of the art and give insight about characteristics of recipients and how they can impact the outcomes of health video communication. The knowledge will contribute to the interpretation of findings from the WP’s experimental studies described in the following sections.

Randomized Controlled Trials

In WP3, we will perform 2 RCTs with a factorial between-subjects experimental design including various factors related to the video communication. The first RCT will assess nonvisual factors in health communication videos such as the effect of the video super of the presenter (ie, whether the person on screen is labeled as “Professor” or “Citizen” in the text at the bottom of the screen) or whether the message presented is neutral or includes a “call to action” (ie, whether the presenter merely delivers factual information or also encourages the viewer to act). The final choice of nonvisual factors will be informed by work in the preliminary phases of the project. Assessing the effect of such nonvisual factors will be done by having an actor recite different scripts to the camera. The second RCT will use the videos developed by professional video creators in WP2.
The videos will be screened for representativeness of the population. After consent, participants will be randomized to different videos and between-factors conditions. A link will lead them to a web page where the procedure is explained. For the first RCT, this web page differs according to ascribed Source and Messenger, Content, and Engaging factors. Participants will then be shown the video(s), followed by the questionnaires. Here, we focus not only on learning outcomes and the understanding of risk at a conceptual level but also on attitudes toward the subject, behavioral change, and compliance with the message. Gender, cultural background, age, education, and work variables will be entered as covariates in the statistical analyses and in targeted subgroup analyses.

All data collection in WP3 will be conducted online, using online surveys (Survey Monkey) and collaborative tools. With a fully digital and completely automated random-number generator and allocation procedure, video link submission and measurement instruments can be performed automatically, keeping the process free from experimenter input.

Both RCTs foresee the possibility of a longitudinal study through a follow-up survey aiming to assess whether communication outcomes (eg, learning, attitudes) persist over time, evaluate the motivation of participants to rejoin the study based on the video alternative they have been exposed to, and explore whether communication outcomes are influenced by the evolution of the COVID-19 pandemic (eg, vaccination coverage, recent infection trends).

**Real-Life Observational Study**

Based on the RCTs, the videos used in the experiments will go through mild editing and then be screened for audiences on a mass scale, tracking spread and exploring engagement metrics such as likes and comments. This will be done in collaboration with consortium partners (eg, the national newspaper, Dagbladet, and video influencer network, Nordic Screens). Here, success criteria will be assessed through strategies such as tracking of how much of a video the viewers watch before skipping, likes, sharing, and response rates to “click here for more” links and coupled with demographic data.

**Recruitment and Sampling**

Participants for the RCTs will be recruited through invites from consortium partners such as the Norwegian Air Ambulance Foundation (NAAF). Statistical power depends on a number of factors. For the first RCT, a power analysis in G*Power [43] assuming a medium effect-size ($f^2\geq 0.25$) and a full factorial design with 5 covariates in an analysis of covariance (ANCOVA) yields a conservative sample size of 401 to achieve a statistical power of 95%. For the second RCT, a smaller sample size is needed, as there are fewer covariates. The NAAF database of financial supporters consists of approximately 150,000 people from the general public, and recruitment of only a small fraction of them (1%) will thus suffice for the intended power.

**Ethical Considerations**

The study is approved by the Norwegian Centre for Research Data (WP1 Ref number 583192, WP2 Ref number 703372) and exempted from ethical approval from the Regional Ethical Committee.

**Results**

The COVCOM study is supported by the Trond Mohn Foundation (TMS) grant number TMS2020TMT10 and the University of Stavanger, Norway.

Recruitment and interviews for Phase 1 of the project ran from February 2021 to March 2021. Creative communication work in Phase 2 started in May 2021, and video production for use in the RCTs started in September 2021. Preparation for the RCTs in Phase 3 started in January 2021, with recruitment and data collection planned for 2021/2022.

**Discussion**

The COVCOM project will take on several grand challenges within the field of communicating science and provide evidence-based tools to the science communication toolbox. A long-term goal of the project is to contribute to the creation of a more resilient health care system by developing tailor-made communication responses for different audiences, preparing society for any future pandemic [44].

The different backgrounds and perspectives of the individuals in the COVCOM project operate along different axes in terms of norms and what constitutes a project’s success. Getting all involved individuals to pull in the same direction makes the project challenging. The serial structure of the WPs, where unexpected results and delays in one WP might affect other WPs, puts high demand on collaborative efforts in the group. Clear communication and close follow-up between WP leaders and other key personnel are central.

As the project has expected outcomes beyond the scientific community for stakeholders in terms of communicators (eg, Norwegian Institute of Public Health, Norwegian Directorate of Health, and the government) as well as recipients (eg, the general population, hospitals, and representatives of vulnerable groups) of health information, dissemination will not only be through academic publications but also focus on communicating research results to communication practitioners, health professionals, and the general public in adequate trade magazines, newspapers, and online fora. Popular science articles to disseminate results beyond academia will be encouraged and facilitated by the project manager.
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Abstract

Background: Integrated community case management (iCCM) is a child health program designed to provide integrated community-based care for children with pneumonia, malaria, or diarrhea in hard-to-reach areas of low- and middle-income countries. The foundation of the intervention is service delivery by community health workers (CHWs) who depend on reliable provision of drugs and supplies, consistent supervision, comprehensive training, and community acceptance and participation to perform optimally. The effectiveness of the program may also depend on a number of other elements, including an enabling policy environment, financing mechanisms from the national to the local level, data transmission systems, and appropriate monitoring and evaluation. The extent to which these factors act upon each other to influence the effectiveness and viability of iCCM is both variable and challenging to assess, especially across different implementation contexts.

Objective: In this paper, we describe a mixed methods systems-based study protocol to assess the programmatic components of iCCM that are associated with intervention effectiveness and report preliminary results of data collection.

Methods: This protocol uses a mixed qualitative and quantitative study design based on a systems thinking approach within four iCCM programs in Malawi, Democratic Republic of the Congo, and Niger State and Abia State in Nigeria. Routine monitoring data are collected to determine intervention effectiveness, namely testing, treatment, and referral outcomes. Surveys with CHWs, supervisors, and caregivers are performed to collect quantitative data on their demographics, activities, and experiences within the program and how these relate to the areas of intervention effectiveness. Focus group discussions are conducted with these stakeholders as well as local traditional leaders to contextualize these data. Key informant interviews are undertaken with national- and district-level program stakeholders and officers knowledgeable in critical program processes.

Results: We performed 3836 surveys and 45 focus group discussions of 379 participants with CHWs, supervisors, caregivers, and traditional leaders, as well as 120 key informant interviews with district- and national-level program managers, health officers, and ministry officials. Policy and program documents were additionally collected for review.

Conclusions: We expect that evidence from this study will inform child health programs and practice in low- and middle-income settings as well as future policy development within the iCCM intervention.
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Introduction

Background

Integrated community case management (iCCM) is a child health strategy that aims to provide equitable access to care for children with pneumonia, malaria, and diarrhea in some of the world’s poorest and low-access areas [1]. It is focused on a community-centered model of service delivery, where trained community health workers (CHWs) provide diagnostics and treatment to children aged <5 years in assigned catchment areas. iCCM has become recognized in the global public health sphere as a critical approach to reducing child mortality, reinforced by the World Health Organization and United Nations Children’s Fund in a joint statement published in 2012 [2]. Figure 1 provides a logical framework of iCCM, its pillars, and intended outputs [3].

As an integrated package of services, the intervention relies on a host of elements to ensure programmatic success. Generally, CHWs should be adequately supplied with quality commodities; receive comprehensive training, supervision, and oversight; be embedded in an environment of enabling policy, supervision, and support; and treat communities that are sufficiently knowledgeable and mobilized, among other requisites [4-7]. Although some of these aspects have been explored in isolated detail, the extent to which these act upon each other as an ecology of interdependent elements and how this influences the outcomes of the program is not completely understood. Moreover, the magnitude of their impact on effective coverage and their interactions within the health system at large are not well known; therefore, a more profound exploration of these intervention dynamics is warranted.

Because of the intricate relationships of these elements and the various ways in which different contexts shape their impact, we require an approach that elevates these properties from program isolates acting in silos to interconnected determinants behaving in a complex system. We therefore apply a systems thinking lens to our assessment of the iCCM intervention. Systems thinking is an approach to scientific inquiry that emphasizes the interrelated nature of the composite parts of a system; how these operate within a specific setting; and how these integrate, relate to, and are embedded within the surrounding environment [8].

This protocol builds upon existing systems thinking theory and a methodological approach to assess complexity in community health interventions [9]. This study protocol deals specifically with steps 2, 3, and 4 of the systems approach, namely process mapping, quantitative analysis, and qualitative analysis. In this paper, we outline the specific study design and preliminary results from the data collection process.

Study Aim

The overall aim of this study is to identify gaps and bottlenecks within critical areas and processes of 4 iCCM programs in Africa, assess factors that are attributable to these, and analyze determinants of programmatic success. Specifically, we are interested in investigating how program design, provider demographics, intervention context, service delivery practices, care recipient experiences and support, and other key health systems areas influence, drive, or are otherwise associated with program outputs of effective coverage. Effective coverage is a
A metric designed to evaluate the health gain that is experienced by a population, given a certain set of conditions of the health service delivery model [10].

**Study Design**

We applied a mixed methods concurrent triangulation design with an intersecting systems theoretical lens [9-12]. Data collection occurs in five discrete tranches:

- **Tranche 1**: surveys conducted with service providers and recipients of the iCCM intervention (quantitative)
- **Tranche 2**: focus group discussions (FGDs) conducted with service providers and recipients of the iCCM intervention (qualitative)
- **Tranche 3**: key informant interviews with program managers, ministry of health (MoH) officers, and other stakeholders at national and district level involved in iCCM activities (qualitative)
- **Tranche 4**: routine data on cases, service delivery, population and demographics, commodity stocks, reporting, and supervision (quantitative)
- **Tranche 5**: a policy and document review

An illustration of these tranches is provided in Figure 2.

The study was performed recognizing the existence of different levels of outputs and subsequent outcomes for analysis that will be emergent during the data collection and preliminary analysis period. For example, it is generally accepted that frequent supervision of CHWs is a precondition to successful implementation of community-based programs and thus may serve as an endogenous factor or a process in itself for analysis [13]. Analogously, we may also wish to examine the extent to which the frequency, duration, or other aspect of supervision may affect other activities, elements, or outcomes related to iCCM, such as downstream availability of drug stocks or community ownership of the intervention. The study appreciates that these elements that comprise iCCM do not occur in a vacuum and iteratively influence each other, necessitating a holistic approach to the analysis of the intervention.

**Methods**

**Study Setting**

The study was implemented in 4 large, geographically distinct territories of 3 sub-Saharan African countries: Malawi, Democratic Republic of the Congo (DRC), and Niger State and Abia State in Nigeria. Within these countries, the iCCM program was administered by the respective state and national ministries of health, with implementation support from local nongovernmental organizations (NGOs) and oversight by the World Health Organization. The program was rolled out across 7 districts in the central and northern regions of Malawi; 10 health zones in the province of Tanganyika in DRC; 6 local government areas (LGAs) in Niger State, Nigeria; and 15 LGAs in Abia State, Nigeria. At the time of the study, iCCM implementation had been ongoing for at least two years. Data were expected to be collected across all these administrative areas where iCCM was implemented.

**Data**

The study required both qualitative and quantitative primary and secondary data from different stakeholders and experts within key thematic areas. Primary data were collected from three sources: (1) surveys with CHWs and their supervisors; (2) FGDs with CHWs, supervisors, caregivers and traditional leaders; and (3) key informant interviews with a variety of program partners and country-level stakeholders. An additional survey of caregivers was conducted in Abia State, Nigeria.

We also obtained secondary data to inform the analysis, namely routine monitoring records; household surveys of care-seeking behavior; routine health facility and hospital data (where possible); catchment area demographics, geographical data, and population statistics for communities, health facility areas, and
districts; and documentation on program guidelines, manuals, and country child health policies.

**Tool Content and Development**

We began with protocol development and drafting of data collection and training materials, specifically survey instruments, FGD guides, and key informant interview templates. We developed 9 survey instruments, 12 FGD guides, and 75 interview guides, varying according to country context. The survey instruments contained between 73 and 137 questions each, the FGD tools contained between 66 and 108 questions per stakeholder group, and the key informant interview guides contained between 25 and 69 questions per informant. These were reviewed for quality and comprehensiveness by funding partners and country team members, which included local academic institutions, country technical representatives, program managers, and MoH members within the country’s child health network. These individuals were identified by the research team through a snowball approach. Each item and country protocol was developed in English and translated into 1 of 10 languages by at least two trained translators recruited either through institutional or local contacts. Translations for the surveys were then subject to a roundtable in-country participatory translation workshop consisting of at least 10 country actors, including program managers or stakeholders, to verify accuracy, relevance, audience appropriateness, and adherence to original question intent.

Surveys and FGDs conducted with CHWs and supervisors focused on their personal profiles, core iCCM processes, inputs, and activities; the caregivers and communities they served; and motivations and opinions. Those conducted with caregivers centered on their knowledge, care-seeking behavior, and adherence, whereas the FGDs conducted with traditional leaders discussed community support, buy-in, and local ownership. The key informant guides collected data on specific iCCM processes, policy, and management of the program, including but not limited to: procurement and distribution of key iCCM commodities; health management information systems; child health policy and program financing processes; human resources; local mobilization; and program coordination, integration, and sustainability at different administrative levels.

**Survey Participants and Eligibility Criteria**

The targeted survey participants were CHWs and supervisors. An additional survey with caregivers in Abia State was warranted by the local interest in a statistical measure of the perceived applicability of the intervention in a setting that was geographically considerably smaller and more densely populated than those of the other 3 programs. Eligible CHWs were those who had been trained in iCCM and had participated in the implementation of activities in their communities, whether belonging to a pre-existing health worker cadre or recruited for the specific purpose of this program. Eligible supervisors were health facility attaches who were charged with the supervision of at least one CHW throughout the life of the program. Caregivers in Abia State were eligible participants if they were the primary caretaker of a child aged 2-59 months and resided within the catchment areas of iCCM implementation. Stratified systematic sampling was used for caregiver participant selection. For the CHW and supervisor surveys, bias was mitigated by enumerators cycling through a complete list of all CHWs and supervisors operating in the 38 administrative areas, rather than relying upon local actors to choose participants for the survey.

**Sampling Population**

**Survey**

A single-stage cluster sampling scheme was used for the surveys. All administrative divisions where the iCCM program was implemented in each of the 4 country areas were expected to be sampled. This treated each administrative area as its own independent sampling frame, allowing for full saturation across implementation areas and enabling robust analysis of district-specific effects. The sampling frame for supervisors was at the country area level, with even distribution across all administrative areas. CHW and supervisor population data were sourced from national statistics offices or program records. Survey sample sizes were calculated from these based on probability proportional to size sampling, with aimed representation within a CI of 95% [14]. Figure 3 illustrates the formula for the sample size calculation used to obtain a statistically viable sample of the population within the expected CI. The expected sample sizes and achieved participation for each stakeholder are listed in the Results section.

**Figure 3.** Sample size calculation for surveys.

\[
Sample\ Size = \frac{Z^2p(1-p)}{C^2}
\]

Where:

- \(Z = 1.96\) (for 95% confidence level)
- \(p = .5\) (expected proportion)
- \(C = .05\) (margin of error)

Correcting for finite populations:

\[
New\ Sample\ Size = \frac{ss}{\left(\frac{ss - 1}{\text{population}} + 1\right)}
\]
FGD Procedures

The FGDs aimed for an average of 8 participants per focus group, which is considered optimal for clarity and representative participation [15]. Saturation of themes is generally expected to occur after 2-3 focus groups; we therefore aimed for 4 FGDs per stakeholder group for the 3 stakeholder groups, where each trine was derived from 1 administrative area [16]. In some country areas, we aimed to hold 1 FGD with traditional leaders to supplement community context.

Team Recruitment, Enumerator, and Facilitator Training

Enumerator and FGD facilitator guidelines, protocols, and other materials were developed as part of the enumerator training package. We recruited 8-10 survey enumerators per country area according to predetermined criteria with the support of local research teams. These enumerators participated in a round of training resulting in the final selection process; this was followed by a 10-day, 80-hour training course in question content, survey strategy, tablet use, and surveying etiquette. At the end of the course, each enumerator performed 2 test runs of all questions with the survey director from the Swiss Tropical and Public Health Institute and codirectors, usually from the MoH, the supporting NGO, and local university partner. All survey questions were presented with multiple response scenarios, and enumerators were marked based on performance. This also allowed survey supervisors to address any shortcomings in survey structure and design. FGD facilitators were recruited and trained in a similar fashion, where teams consisted of a timekeeper, notetaker, and discussion facilitator.

We adhered to strict compensation guidelines that aim to ensure fair and advantageous remuneration set forth by the International Labor Organization’s fundamental conventions [17-19]. As the recruits were usually young public health professionals, they were also given the opportunity to participate in various capacity-building sessions held as part of the research program.

Surveys and FGD Rollout

The surveys were piloted over the course of a week, after which final adjustments were made to the questionnaires and enumeration procedures. The official survey data collection lasted on average 2 months per country area. Surveys were carried out with CHWs and their supervisors by trained enumerators by telephone for practicality and cost-effectiveness. CHWs and supervisors were alerted to the study by district health officers at the behest of the investigators and country program managers. Contact information of all CHWs and population information for all CHWs and supervisors to instruct to obtain correct administrative area, community, and survey participation was high; 100% of all CHWs and supervisors reached consented to participate. Participants expressed appreciation in having the opportunity to voice their opinions, concerns, and experiences.

For each administrative area, a group of caregivers, supervisors, and CHWs each was chosen to participate in FGDs, averaging 3 FGDs per administrative area and 12 FGDs per country area with these stakeholders. In Niger State and Abia State, additional FGDs were held with local development committees and traditional leaders because of specific interest in these country sites. Participants were recruited with assistance from district health officers and NGO program officers, with a recruitment strategy based on a random sample of participants across communities, health facilities, and districts. The discussions typically lasted between 1½ hours and 2½ hours and up to 3 hours. They were intensive and hourly breaks were necessary; a stipend, drinks, and food were provided to participants and facilitators. Transport to and from data collection areas was organized either independently, in collaboration with the local ministry or NGO, or through the local research team.

Quality Control

After the pilots and official launch of the survey, further steps were taken to ensure survey quality. In addition to daily supervision, the principal investigator held triweekly individual meetings with each of the enumerators to discuss results, obtain feedback, and check survey entries. Enumerators were also instructed to obtain correct administrative area, community, and population information for all CHWs and supervisors to revise existing records that were often misaligned with project areas. These data points were corrected in a master registry on institutional servers. Each survey that was conducted was checked against its original entry in the master database, where any errors were rectified. In addition, various roundtable discussions were held and recorded among all enumerators to review emerging themes, outlier anecdotes, concerns, shortcomings, or administrative tasks. Enumerators were also
required to take notes and report on specific questions, which were shared with the survey director and recorded in the master file as auxiliary information.

Ethics Approval and Considerations

This study was approved in 2016 by the institutional review boards of Malawi (NHSRC 16/6/1610), DRC (ESP/CE/046/2016), and Nigeria (NHREC 01012007-15122016), as well as the Ethics Commission of Northwest and Central Switzerland (EKNZ REQ-2016-00478). All subjects provided informed consent before participating in interviews, discussions, or surveys. All individual data used were anonymized upon collection or extraction; routine monitoring data used existed within a deidentified format. All iCCM programs operated under the supervision of each country’s respective MoH and aligned with national standards of care.

Results

Overview

Data collection was undertaken from 2016 to 2017. The following sections outline the experience of preliminary data collection and cleaning in detail. Results and analysis of the implementation of this protocol from each country are in preparation.

Surveys and FGDs

We successfully collected survey data from CHWs and supervisors across all 38 administrative divisions where iCCM was implemented within the 4 country sites. A total of 3836 surveys were completed. FGDs were conducted in 3-5 administrative areas of each country site resulting in 45 FGDs comprising 379 participants. Statistics on survey and FGD implementation are provided in Table 1.
Table 1. Data collection for surveys and focus group discussions (FGDs).

<table>
<thead>
<tr>
<th>Country site</th>
<th>Administrative area</th>
<th>Survey participants, N=3836</th>
<th>FGD participants, N=378 (45 groups)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CHW</td>
<td>Supervisor</td>
</tr>
<tr>
<td>Malawi</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dedza</td>
<td></td>
<td>118</td>
<td>32</td>
</tr>
<tr>
<td>Lilongwe</td>
<td></td>
<td>128</td>
<td>42</td>
</tr>
<tr>
<td>Mzimba North</td>
<td></td>
<td>81</td>
<td>20</td>
</tr>
<tr>
<td>Nkhatabay</td>
<td></td>
<td>29</td>
<td>42</td>
</tr>
<tr>
<td>Ntcheu</td>
<td></td>
<td>94</td>
<td>8</td>
</tr>
<tr>
<td>Ntchisi</td>
<td></td>
<td>88</td>
<td>8</td>
</tr>
<tr>
<td>Rumphi</td>
<td></td>
<td>67</td>
<td>11</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>605</td>
<td>163</td>
</tr>
<tr>
<td>Sample size, 95% CI</td>
<td></td>
<td>305</td>
<td>598</td>
</tr>
<tr>
<td>Democratic Republic of the Congo</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ankoro</td>
<td></td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>Kabalo</td>
<td></td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>Kalemie</td>
<td></td>
<td>75</td>
<td>13</td>
</tr>
<tr>
<td>Kansimba</td>
<td></td>
<td>21</td>
<td>13</td>
</tr>
<tr>
<td>Kongolo</td>
<td></td>
<td>48</td>
<td>17</td>
</tr>
<tr>
<td>Manono</td>
<td></td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Mbalula</td>
<td></td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>Mobo</td>
<td></td>
<td>41</td>
<td>11</td>
</tr>
<tr>
<td>Nyemba</td>
<td></td>
<td>53</td>
<td>11</td>
</tr>
<tr>
<td>Nyunzu</td>
<td></td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>282</td>
<td>117</td>
</tr>
<tr>
<td>Sample size, 95% CI</td>
<td></td>
<td>281</td>
<td>114</td>
</tr>
<tr>
<td>Niger State, Nigeria</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edati</td>
<td></td>
<td>89</td>
<td>15</td>
</tr>
<tr>
<td>Lapai</td>
<td></td>
<td>112</td>
<td>25</td>
</tr>
<tr>
<td>Mariga</td>
<td></td>
<td>176</td>
<td>26</td>
</tr>
<tr>
<td>Paikoro</td>
<td></td>
<td>84</td>
<td>15</td>
</tr>
<tr>
<td>Rafi</td>
<td></td>
<td>141</td>
<td>26</td>
</tr>
<tr>
<td>Rijau</td>
<td></td>
<td>233</td>
<td>23</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>835</td>
<td>130</td>
</tr>
<tr>
<td>Sample size, 95% CI</td>
<td></td>
<td>298</td>
<td>813</td>
</tr>
<tr>
<td>Abia State, Nigeria</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arochukwu</td>
<td></td>
<td>41</td>
<td>12</td>
</tr>
<tr>
<td>Bende</td>
<td></td>
<td>101</td>
<td>16</td>
</tr>
<tr>
<td>Ikwuano</td>
<td></td>
<td>109</td>
<td>15</td>
</tr>
<tr>
<td>Isialangwa North</td>
<td></td>
<td>24</td>
<td>3</td>
</tr>
</tbody>
</table>
FGD participants, N=378 (45 groups)

<table>
<thead>
<tr>
<th>Administrative area</th>
<th>CHW</th>
<th>Supervisor</th>
<th>Caregiver</th>
<th>CHW</th>
<th>Supervisor</th>
<th>Caregiver</th>
<th>Traditional leader</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isialangwa South</td>
<td>99</td>
<td>11</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Isuikwauto</td>
<td>54</td>
<td>10</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Obingwa</td>
<td>118</td>
<td>14</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>9</td>
</tr>
<tr>
<td>Ohafia</td>
<td>101</td>
<td>13</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Osisioma</td>
<td>105</td>
<td>16</td>
<td>—</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>—</td>
</tr>
<tr>
<td>Ugwanagbo</td>
<td>3</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Ukw East</td>
<td>12</td>
<td>3</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>9</td>
</tr>
<tr>
<td>Ukw West</td>
<td>10</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Umuahia North</td>
<td>39</td>
<td>11</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Umuahia South</td>
<td>40</td>
<td>7</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Umunneochi</td>
<td>70</td>
<td>5</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>926</td>
<td>138</td>
<td>640</td>
<td>24</td>
<td>24</td>
<td>37</td>
<td>9</td>
</tr>
<tr>
<td>Sample size, 95% CI</td>
<td>294</td>
<td>892</td>
<td>112</td>
<td>385</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

a Administrative areas maintain different nomenclature across countries; accordingly, these subdivisions are districts in Malawi, zones in Democratic Republic of the Congo, and local government areas in Nigeria.

b CHW: community health worker.
c Administrative areas where FGDs were also conducted.
d N/A: not applicable.
e Focus group discussions were only conducted in 3 to 4 administrative areas per country site. Caregiver surveys were only collected in Abia State with a representative sample distribution computed at state level.
f Minimum sample sizes displayed are national or state level (according to territory distinction); achieved across all territories.
g Minimum sample sizes displayed are administrative area level (district, local government area, or zone); specific to CHWs, achieved for Malawi, Niger State, and Abia State.

Key Informant Interviews

We conducted 120 key informant interviews with a variety of actors fulfilling different roles related to iCCM, including district and zonal government stakeholders; national ministry representatives; national program managers, coordinators, and NGO officers; data managers, pharmacists, and central medical stores affiliates; and field implementers. Program managers and local teams assisted in identifying and requesting participation of key informants. Some follow-up key informant interviews were necessary because of scheduling conflicts. A list of these is provided in supplementary Tables S1-S4 (Multimedia Appendix 1).

Routine Monitoring, Demographic and Geographic Data, and Document Review

Routine monitoring data were extracted from independent databases held by the iCCM implementing agent (NGO) or the MoH. Country-owned data on care-seeking behavior before and after program implementation were also provided. Permission was requested to access the country’s national health system or to obtain all records and data used, which were usually submitted in digitized format. Country demographic data were obtained from national statistics offices directly or from programmatic registers. These entities also provided access to policy and program documentation.

Analysis

Statistical data were extracted, cleaned, coded, and analyzed using Stata software (version 15.0; StataCorp LLC). We used nonparametric tests, specifically the Fisher exact test, to assess change and magnitude of effective coverage at critical areas of the iCCM program. Bivariate and multivariate logistic and linear regression analyses were performed to assess factors associated with these critical areas, as well as other emergent programmatic factors. Structural equation modeling was used to measure relationships between variables and latent constructs. Comparative descriptive analyses on routine monitoring data and forms were also performed to evaluate data strength, systems performance, and health provider activities.

Interviews with key informants and FGDs were facilitated, recorded, transcribed, and translated by trained personnel. Transcripts were coded for emergent themes and analyzed according to the Framework Method [20]. Process mapping of key iCCM processes and their bottlenecks was performed using Bizagi software. Causal loop diagrams were used to explore and illustrate programmatic relationships. Full details of the analysis plan have been published separately [8].
Discussion

Strengths and Limitations

This systems evaluation protocol benefits from design elements that give ample consideration to the complexity inherent to health systems and programs in low- and middle-income countries. It steps outside the collection of isolated indicators or siloed phenomena to allow exploration of relationships among tangible and intangible facets of the iCCM intervention. As it concentrates not only on program performance, but also on systems performance, it inherently takes into account appropriateness, applicability, and sustainability of the intervention, enabling simultaneously a focused study and an extensive evaluation.

The study protocol includes certain limitations. Data collection of this order is time consuming and can require considerable human resources in both fieldwork and analyses. In addition, because systems studies are necessarily large in scope, parsing apart emergent health systems themes for evaluation can be challenging, while introducing a data burden to the research plan. Potential solutions to address these issues could be using a 2-stage cluster sampling method and samples representative of the national or state level as opposed to administrative areas, a lower threshold for qualitative data saturation (ie, fewer FGDs per key actor and a smaller sample of administrative areas), a narrower focus on specific systems thematic areas, condensed surveys and discussion guides, and remote interviews for those key informants with stable internet access.

Conclusions

Our proposed study, which capitalizes on the application of the same child health program at wide scale in different contexts, has the potential to advance our understanding of how iCCM programs and other community-based health interventions can operate more effectively and sustainably, what unintended consequences might emerge from their application, and what factors drive the key outputs and impacts of the program. These are essential to achieving Sustainable Development Goal 3.2 of reducing child mortality.
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<tbody>
<tr>
<td>CHW</td>
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</tr>
<tr>
<td>DRC</td>
<td>Democratic Republic of the Congo</td>
</tr>
<tr>
<td>FGD</td>
<td>focus group discussion</td>
</tr>
<tr>
<td>HTR</td>
<td>hard-to-reach</td>
</tr>
<tr>
<td>iCCM</td>
<td>integrated community case management</td>
</tr>
<tr>
<td>LGA</td>
<td>local government area</td>
</tr>
<tr>
<td>MoH</td>
<td>ministry of health</td>
</tr>
<tr>
<td>NGO</td>
<td>nongovernmental organization</td>
</tr>
<tr>
<td>ODK</td>
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Abstract

Background: Type 2 diabetes mellitus (T2DM) imposes a substantial burden owing to its increasing prevalence and life-threatening complications. In patients who do not achieve glycemic targets with oral antidiabetic drugs, the initiation of insulin is recommended. However, a serious concern regarding insulin is drug-induced hypoglycemia. Hypoglycemia is known to affect quality of life and the use of health care resources. However, health economics and outcomes research (HEOR) data for economic modelling are limited, particularly regarding utility values and productivity losses.

Objective: This real-world prospective study aims to assess the impact of hypoglycemia on productivity and utility in insulin-treated adults with T2DM from Ontario and Quebec, Canada.

Methods: This noninterventional, multicenter, 3-month prospective study will recruit patients from 4 medical clinics and 2 endocrinology or diabetes clinics. Patients will be identified using appointment lists and enrolled through consecutive sampling during routinely scheduled consultations. To be eligible, patients must be aged ≥18 years, diagnosed with T2DM, and treated with insulin. Utility and productivity will be measured using the EQ-5D-5L questionnaire and Institute for Medical Technology Assessment Productivity Cost Questionnaire, respectively. Questionnaires will be completed 4, 8, and 12 weeks after recruitment. Generalized estimating equation models will be used to investigate productivity losses and utility decrements associated with incident hypoglycemic events while controlling for individual patient characteristics. A total of 500 patients will be enrolled to ensure the precision of HEOR estimates.

Results: This study is designed to fill a gap in the Canadian evidence on the impact of hypoglycemia on HEOR outcomes. More specifically, it will generate productivity and utility inputs for the economic modeling of T2DM.

Conclusions: Insulin therapy is expensive, and hypoglycemia is a significant component of economic evaluation. Robust HEOR data may help health technology assessment agencies in future reimbursement decision-making.
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Introduction

Background

Diabetes imposes a substantial burden because of its increasing prevalence and life-threatening complications. According to Diabetes Canada, 1 in 3 Canadians is living with diabetes or prediabetes, among which type 2 diabetes mellitus (T2DM) accounts for 90% to 95% of cases [1]. Glycemic control is key to diabetes management, and several types of oral therapies have been approved for T2DM. In patients who do not achieve glycemic targets on oral antidiabetic drugs, initiation of insulin therapy is recommended [1]. However, a serious concern regarding insulin is drug-induced hypoglycemia [2]. Hypoglycemic events are a major obstacle to the achievement of glycemic targets and represent a challenge for both patients and physicians. The severity of hypoglycemia is defined by clinical manifestations ranging from mild symptoms to seizure and coma [2].

Current State of Knowledge

Hypoglycemia is known to affect quality of life and the use of health care resources. However, health economics and outcomes research (HEOR) data for economic modelling are limited, particularly regarding utility values and productivity losses. O’Reilly et al [3] recently published data on health care costs associated with hypoglycemia based on the Canadian cohort of the International Hypoglycemia Assessment Tool study. Although relevant data on direct costs were provided, productivity losses were subject to recall bias (1-year recall) and were limited to absenteeism (excluding presenteeism and unpaid work). Regarding utility values, a highly cited literature review by Beaudet et al [4] identified utilities for 20 modeling complications associated with T2DM. For hypoglycemia, the review found only 1 study with utility estimates suitable for economic modeling, that is, considering the number of events (rather than the presence vs absence of hypoglycemia). Economic modeling of T2DM is particularly challenging because multiple interrelated organ systems are involved over a long period, with numerous risk factors. For an adverse event such as hypoglycemia, HEOR data should depend on the number of episodes to fit T2DM economic models, as in the study by Currie et al [5], the current preferred source for utility values for hypoglycemia. Although the study by Currie et al [5] is the source recommended by several health technology assessment (HTA) agencies, it is criticized by the National Institute for Health and Care Excellence (NICE) for being subject to selection bias and recall bias [6,7]. It should be noted that Beaudet et al [4] also highlighted that variability around the utility estimates (eg, SE) is not always reported, thereby limiting future sensitivity analyses in cost-utility analyses (CUAs).

Canadian data on productivity losses due to hypoglycemia include a 2005 survey of 133 patients with T2DM of whom up to 9% and 26% missed work or studies following nonsymptomatic hypoglycemic events (NSHEs) and severe hypoglycemic events (SHEs), respectively [8]. A web-based survey included 150 patients with T2DM having a nocturnal NSHE in the previous month. Among the 87 working respondents, 15 (17%) reported an average of 3.5 hours of lost work [9]. In the Canadian Hypoglycemia Assessment Tool cohort, 6% (8/134), 3.8% (5/134), and 7.5% (10/134) of T2DM workers reported on average 2.9 days taken off (SD 21.2), 3.8 days arriving late (SD 8.8), and 1.7 days leaving early (SD 0.7), respectively, based on a 1-year recall [3]. As for utility, time trade-off (TTO) values were elicited from 51 Canadian respondents with diabetes and 79 respondents from the general population. The mean utility ranged between 0.85 and 0.94, 0.77 and 0.90, and 0.66 and 0.83 for rare hypoglycemic events (quarterly), intermediate (monthly), and frequent (weekly) health states, respectively. In a multivariate linear regression, the estimated utilities associated with a single hypoglycemic event (all types combined) were −0.0033 and −0.0032 for respondents with diabetes and the general population, respectively [10]. Another TTO study estimated utility decrements of 0.006, 0.008, 0.059, and 0.062 for daytime NSHEs, nocturnal NSHEs, daytime SHEs, and nocturnal NSHEs, respectively [11]. A third TTO study including patients with diabetes and respondents from the general population estimated utility decrements ranging from 0.0028 to 0.0056, 0.0076, 0.0592 to 0.0726, and 0.0616 to 0.0826 for daytime NSHEs, nocturnal NSHEs, daytime SHEs, and nocturnal SHEs, respectively [12]. No Canadian studies that met the Canadian Agency for Drugs and Technologies in Health (CADTH) recommendation to use an indirect method for utility measurement (eg, EQ-5D) were identified.

Study Rationale and Relevance

The population at risk of drug-induced hypoglycemia is significant, with nearly 20% to 30% of patients with T2DM requiring insulin [13,14]. In the last 5 years, CADTH has reviewed 9 economic evaluations in T2DM, among which 3 were CUAs for insulin therapies [15-17]. Considering the growing interest in HEOR data in insulin-treated patients with T2DM, there is a need for robust estimates. Data on productivity losses are lacking, which are particularly meaningful in Quebec, where the Institut national d’excellence en santé et en services sociaux preconizes economic evaluations by adopting a societal perspective. In addition, in 3 recent pharmacoeconomic reports on insulin therapies for T2DM, CADTH highlighted the uncertainty around utility values for hypoglycemia [15-17]. The committee described the current evidence on the impact of hypoglycemia on utility as limited and of low quality. In CADTH’s reanalyses for the 3 CUAs, variation in utility values for hypoglycemia led to a significant change in the estimates of quality-adjusted life-years gains. The incremental cost-effectiveness ratios were very sensitive to any changes in utility decrements for hypoglycemic events and were therefore determined to be an important driver of the results [15-17]. Thus, there is a need for HEOR data that are robust enough to make an informed decision with reasonable uncertainty. The aim of this real-world prospective study is to assess the impact of hypoglycemia on productivity and utility in insulin-treated adults with T2DM from Ontario and Quebec, Canada.

Methods

Research Purpose and Study Design

This noninterventional, multicenter, 3-month prospective study is designed to collect HEOR inputs for future economic
modeling. This study will generate descriptive HEOR estimates that can be incorporated into T2DM models, along with precision parameters (ie, CIs and SEs) to evaluate uncertainty in CUA s in sensitivity analyses. Considering the nature of the disease, a longitudinal design with repeated measures was deemed appropriate to limit confounding and increase the quality of evidence.

**Study Population**

In Canadian clinical practice, patients with T2DM who are on insulin can be followed up by a family physician or a specialist [18]. Therefore, patients will be recruited from 4 medical clinics and 2 endocrinology or diabetes clinics. To increase generalizability, patients will be recruited from the 2 largest Canadian provinces, Ontario and Quebec. Patients will be identified using appointment lists and enrolled through consecutive sampling during routinely scheduled consultations. To be eligible, patients must be aged ≥18 years, diagnosed with T2DM, and treated with insulin. There are no restrictions on insulin regimens (eg, short-acting, long-acting, or mixed insulin). Given the lack of reimbursement, the use of insulin pumps is limited in the treatment of T2DM [19]. Patients must also be able to understand and read English or French and provide informed consent. Patients will be excluded if they participate in a clinical trial. A screening log will be used to document the participation rates.

**Definition of Hypoglycemia**

According to the Canadian Diabetes Association and the American Diabetes Association (ADA), hypoglycemia is defined as plasma glucose concentrations of ≤3.9 mmol/L (≤70 mg/dL) [2,20]. To reflect a real-world setting, the definition of hypoglycemia in this study is not restricted to documented episodes but includes any hypoglycemic event as judged by the patient. Symptoms defining hypoglycemia include trembling, palpitations, sweating, anxiety, hunger, nausea, tingling, difficulty concentrating, confusion, weakness, drowsiness, impaired vision, difficulty speaking, headache, and dizziness. Patients will self-report hypoglycemic episodes recorded by either symptoms or blood glucose testing alone or a combination of both. This approach has also been used in several large real-world studies [18,19,21-24] and better represents real-life practice where patients do not always test their blood glucose level for different reasons (eg, forgetting, neglecting, lack of knowledge, or lack of testing materials). Hypoglycemic events will be categorized as either severe or nonsevere. An SHE is defined as an event requiring assistance from another person (to administer carbohydrates, to administer glucagon, or take other corrective actions), whereas an NSHE can be managed by the patient alone, as per the Canadian Diabetes Association and ADA definitions [2,20].

Along with the severity of hypoglycemic events, the frequency of events promotes the fear of future hypoglycemia [2,20]. Fear itself affects patients’ quality of life [2,20]. In addition to the physical symptoms due to hypoglycemic events, the negative emotional impact of the fear of hypoglycemia is also a concern. For modeling purposes, HTA agencies recommend that the assessment of the impact of hypoglycemia on utility should consider both the severity and frequency of episodes. They also recommend not applying a utility decrement separately for the fear of hypoglycemia. Therefore, this study was designed to capture the overall impact of hypoglycemia on utility, including the transient effects of events and the resulting fear.

**Measurement of Outcomes**

**Utility**

The EQ-5D-5L questionnaire will be used to measure the utility values [25,26]. This validated instrument is widely used and covers five dimensions (mobility, self-care, usual activities, pain or discomfort, and anxiety or depression) that are further divided into five levels (no problems, slight problems, moderate problems, severe problems, and extreme problems). The EQ-5D (EQ-5D) health states may be converted into a single summary index through a crosswalk value set. An EQ-5D summary index of 1 represents complete health, 0 represents death, and negative values represent states worse than death. The questionnaire also includes a visual analog scale that records the respondent’s self-rated health using a vertical scale ranging from 0 to 100 with end points labeled as “the best health you can imagine” and “the worst health you can imagine.” EQ-5D scores represent patients’ health status on the day of questionnaire completion.

**Productivity Loss**

The Institute for Medical Technology Assessment (iMTA) of Erasmus University Rotterdam recently developed and validated a questionnaire to estimate productivity losses, referred to as the iMTA Productivity Cost Questionnaire (iPCQ) [27]. The iPCQ is a generic questionnaire designed to determine the value of productivity losses for economic evaluations adopting a societal perspective. The questionnaire included three modules: lost productivity at paid work because of absenteeism, lost productivity at paid work because of presenteeism (reduced productivity), and lost productivity at unpaid work. A recall period of 4 weeks is used for presenteeism and unpaid work. Absenteeism is divided into two categories: short-term absence (no longer than 4 weeks) and long-term absence (sick leave that started before the recall period).

**Study Procedures**

**Data Collection**

The sociodemographic and clinical characteristics of the patients will be collected at recruitment. Patients will complete a baseline questionnaire to report their age, gender, ethnicity, education, income level, employment status, living status, alcohol consumption, smoking, and physical activity. As a proxy for frailty, the self-reported number of visits to a health care provider over the last 3 months and the number of emergency visits and hospitalizations over the last 6 months will also be collected [28]. As a proxy for lifestyle habits, immunization status (pneumococcal, influenza, and COVID-19) will also be self-reported. Self-care (disease management activities) will be assessed using the Diabetes Self-Management Questionnaire, a validated questionnaire covering behaviors related to glycemic control (diet, blood glucose monitoring, medication adherence, physical activity, and contact with health care professionals) [29]. The type of device used for glucose monitoring will also be recorded (eg, traditional finger-prick monitor and flash
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glucose monitoring device). It should be noted that continuous glucose monitoring systems are not reimbursed in T2DM, thereby limiting their use. To describe the history of hypoglycemia, patients will also be asked if they have experienced NSHEs and SHEs over the last 3 months and the last year, respectively. The duration of diabetes, glycated hemoglobin (HbA1c), BMI, therapy, duration of insulin, and vascular complications will be extracted from the patients’ medical records.

**Assessments and Study Calendar**

Patients will complete a self-assessment questionnaire (SAQ) at 4, 8, and 12 weeks to report the number of NSHEs and SHEs experienced in the last 28 days. Patients will also be provided with a diary to prospectively record hypoglycemic events. Both the SAQ and the diary will be used to estimate the number of hypoglycemic events. The EQ-5D and iPCQ will also be completed at 4, 8, and 12 weeks. The study calendar is shown in Figure 1. The questionnaires will be completed electronically via a web-based platform. To ensure that patients complete their questionnaires in a timely manner, reminders will be sent to them via email. Paper-based questionnaires can be provided to participants who do not have access to or are less familiar with using the internet (phone call reminders).

**Figure 1.** Study calendar. iPCQ: institute for Medical Technology Assessment Productivity Cost Questionnaire; SAQ: self-assessment questionnaire.

**Ethical Considerations**

This study will be conducted in accordance with the Declaration of Helsinki [30]. Approval will be taken from an independent review board before the initiation of the study, and each patient will have to provide written informed consent. After receiving independent review board approval, the protocol will be registered on ClinicalTrials.gov. All study documents, including validated versions of questionnaires, will be made available to participants in English or French, according to their preferences. The patients will not incur any costs for volunteering to participate in this study. Patients will receive a compensation of CAD $20 (US $15.75) for their participation after completion of each questionnaire.

**Statistical Analysis**

**Presentation of Results**

Data will be screened for accuracy, and questionnaires completed in paper format (if any) will entail double data entry to minimize transcription errors. Baseline characteristics of all patients participating in the study will be presented. Categorical variables will be summarized as frequencies (number and proportion), and descriptive statistics (mean and SD) will be provided for continuous variables. Hypoglycemia will be measured as hypoglycemic events and treated as a continuous variable, as recommended by HTA agencies for economic modeling of T2DM [6,7]. If hypoglycemic events are reported at a higher rate in the patient’s diary than in the SAQ, diary values will be used to calculate the number of events, and SAQ values will be used in the sensitivity analysis. For the EQ-5D-5L, questionnaire scores will be calculated according to the EuroQoL scoring manual [31] using the Canadian crosswalk value set [32]. For the iPCQ, productivity losses will be calculated for each module (absenteeism, presenteeism, and unpaid work) using the iMTA scoring manual [33] and summed up to a total number.

**Independent Impact of Hypoglycemia**

Generalized estimating equation (GEE) models will be used to investigate productivity losses and utility decrements associated with incident hypoglycemic events while controlling for individual patient characteristics. For utility, two separate models will be presented: one for the EQ-5D index and one for the visual analogue scale. For productivity losses, one main analysis will be presented for the total number, and separate models for each module will be presented as a complementary analysis. The potential model-confounding covariates are presented in Table S1 in Multimedia Appendix 1. Independent variables were identified based on existing literature and previous work from the Alliance for Canadian Health Outcomes Research in Diabetes [34]. Diabetes complications (micro- and macrovascular) to be included in the models are those preconized by HTA agencies for CUAs in T2DM [4,6,7]. On the basis of the current reference study for hypoglycemic utility values [5], the number of hypoglycemic episodes will be log-transformed to facilitate model fitting. The original scale will be tested using sensitivity analyses. Moreover, transformations of continuous independent variables will also be tested in the sensitivity analyses (Table S1 in Multimedia Appendix 1). The presence of multicollinearity will be tested, where important collinearity will be defined as a variance inflation factor of >10. Owing to the short duration of the study, all covariates, except hypoglycemia, will be considered time
invariant for model simplicity. If vascular complications occur during the study period (incident cases), a history of macrovascular and microvascular complications will be treated as a time-varying covariate. The main models will not include interaction terms, as large-scale studies evaluating the impact of diabetes complications on utility have not demonstrated any interaction between vascular events and event history and among the different vascular events [35-37]. A sensitivity analysis will be performed to test for the interaction between hypoglycemic events and determinants, namely, a history of hypoglycemia and diabetes complications.

Distributions of outcomes will be examined considering the expected nature of productivity data (right-skewed and excess zeros) and utility data (left-skewed, censored, and ceiling effect). Although utility is commonly left-skewed, the distribution of utility scores may vary greatly between health conditions depending on the severity. Left skewness is more common when the studied condition is associated with mild symptoms, whereas severe health states may even lead to negative values representing conditions worse than death [38]. One major advantage of the GEE is the avoidance of distributional assumptions, where several distributions can be tested. Several large-scale longitudinal studies evaluating the impact of diabetes complications on utility, including the landmark United Kingdom Prospective Diabetes Study, used models fitted under a linear framework [35-37]. Common alternatives to the Gaussian distribution with identity link function include the Gaussian distribution with log link, negative binomial distribution with log link, gamma distribution with identity link, and gamma distribution with log link. The gamma distribution requires nonzero positive continuous data; thus, utility must be transposed into disutility (1−utility value). A beta binomial distribution can also be used with a transformation (linear transformation or rescaling) to fit the restrictive open interval (0,1), which excludes the end points 0 and 1 [39]. For the use of health care resources, nonlinear options mostly include negative binomial distribution (for resource use) and gamma and inverse-Gaussian distribution with log link function (for costs). Raw outcome data will be explored, where distributions will be depicted using histograms and normal probability plots. The selection of the model will be based on predictive performance and goodness of fit, with the lowest values for the root mean square error and the mean absolute error and the highest values for pseudo-$R^2$. Moreover, the model performance will also be calculated using the quasi-likelihood under the independence model criterion (QIC), where the lowest values are the best. QIC and QICu will be used for correlation structure selection and variable selection, respectively. As no distributional assumptions about the response variable are made, the regression parameters cannot be estimated using the maximum likelihood method. Thus, quasi-likelihood statistics will be used (pseudo-$R^2$, QIC, and QICu) instead of the well-known likelihood statistics ($R^2$, Akaike information criterion, and Bayesian information criterion) [40]. Different variance-covariance structures are available to fit the relationship between responses. In health economics, common choices include exchangeable correlation structure (observations from the same cluster are equally correlated), autoregressive

(correlation decreases with time), and unstructured (different and complex correlations). According to the Good Research Practices for Retrospective Database Analysis Task Force recommendations by the International Society for Pharmacoeconomics and Outcomes Research, if results are similar with different matrices, an exchangeable matrix will be used [41]. Regression diagnostics will be performed to explore the presence of influential observations and outliers (Cook distance and residual plots). Exclusion of extreme values will be tested in sensitivity analysis. All results will be expressed as coefficients, SEs, 95% CIs, and associated $P$ values (2-sided tests at the .05 significance level). Full regression models and adjusted effects will be presented. All statistical analyses will be performed using R (R Foundation for Statistical Computing) [42].

Sample Size

As per good research practices, the sample sizes for utility estimates should be based on precision rather than hypothesis testing [38,43]. Indeed, there is no consensus on the use of minimally important differences in EQ-5D measures for statistical power calculations [31,44]. Therefore, the sample size was determined to ensure reasonable variability around the utility value for SHEs (which also ensures precision for NSHEs as the incidence is significantly higher). However, no value for the expected SD was found in the literature for performing a reliable precision-based sample size calculation. A literature review was performed to identify studies that estimated utility values for hypoglycemia. However, it is often difficult to find an expected SD for utility values because they are sensitive to the type of instrument, country, precise definition of outcome, or timeframe. Furthermore, most studies did not provide uncertainty values around the estimates. As discussed by Beaudet et al [4], utility values for hypoglycemia are limited and CIs are scarce.

Therefore, the required sample size was determined based on the study by Currie et al [5], which is used as a reference for hypoglycemic utility values by CADTH and NICE [6,7]. Currie et al [5] obtained utility estimates from 68 patients who experienced at least one SHE over a 3-month period. According to Canadian real-world studies, the 3-month incidence of SHEs among insulin-treated patients with T2DM was approximately 17% [18,19,45]. With a 3-month incidence rate of 17%, 400 patients will have to be recruited to ensure that 68 patients experience at least one SHE during the study follow-up. To account for attrition, the sample size will be increased by 20% for a target number of 500 enrolled patients. It is assumed that this sample size will also ensure the precision of the productivity estimates.

Missing Data

Missing data will be defined according to outcome-specific guidelines, and a descriptive analysis will be conducted. According to the EQ-5D guidelines, situations that should be treated as missing data include not only unit nonresponse (no completion of questionnaire) but also item nonresponse (incomplete questionnaire) and ambiguous values (eg, 2 boxes are ticked for a single dimension). When completing the iPCQ, some questions can be skipped if they are not applicable (eg,
when the patient is not employed). If the questions necessary to score a module are incomplete, the module is defined as missing.

If ≤5% of the data are missing and there is no significant difference between completers and noncompleters, missing data will be assumed to be missing completely at random (MCAR). Under the MCAR assumption, the available case analysis performed with a GEE model yields valid estimates [40,46-48]. If >5% of the data are missing, the missing data pattern will be categorized as monotonic (ie, no return after dropout) or nonmonotonic (ie, intermittent missing data). Moreover, the mechanism by which data are missing will be investigated by examining which baseline covariates and previous measurements predict the missingness of a given outcome. On the basis of the results of the regression analysis, a specific variable will be determined to be a predictor of missingness based on statistical significance and clinical plausibility [49]. In the presence of predictors of missingness, data will be considered not as MCAR, which may bias the GEE estimates. This would lead to the use of the weighted generalized estimating equation (WGEE), a recently published extension of the GEE that incorporates an inverse probability weight matrix [50]. WGEE is a valid approach for dropout missingsness (monotonic missing pattern), which is the typically observed pattern in longitudinal HEOR studies [51]. In addition, HEOR outcomes are most commonly missing as unit nonresponses (no completion of questionnaire) rather than item nonresponses (incomplete questionnaire) [49,51]. Therefore, the overall questionnaire scores (eg, EQ-5D index score) will be used for missing data analysis. If the use of the WGEE is required, a sensitivity analysis will be conducted to compare the WGEE results with the GEE estimates for the available case analysis.

Unmeasured Confounding

The presence of an unknown, unmeasured confounder will be explored using E values, which is a new standardized approach for sensitivity analysis [52,53]. For effect estimates, the E value is the minimum strength of association on the risk ratio scale that an unmeasured confounder would need to have with both the exposure and outcome, above and beyond the measured covariates, to fully explain the observed association of exposure with the outcome. For the 95% CI limit, the E value denotes the minimum strength of association on the risk ratio scale that an unmeasured confounder would need to have with both the exposure and the outcome, above and beyond the measured covariates, to shift the CI to include the null value. This sensitivity analysis will assess the robustness of the associations to unmeasured confounding.

Results

This study is designed to fill a gap in Canadian evidence on the impact of hypoglycemia on HEOR outcomes. More specifically, it will generate productivity and utility inputs for economic modeling of T2DM. Insulin therapy is expensive, and hypoglycemia is a significant component of economic evaluation. Robust HEOR data may help HTA agencies in future reimbursement decision-making.

Discussion

Strengths and Limitations

Insulin-induced hypoglycemia is a burden to patients with diabetes, and this study will collect HEOR estimates reflecting how SHEs and NSHEs negatively affect patients’ productivity and utility. To our knowledge, this would be the first Canadian real-world study to attempt to longitudinally measure the impact of hypoglycemia on utility and productivity loss, including absenteeism, presenteeism, and unpaid work, in insulin-treated patients with T2DM. In this study, hypoglycemia will be categorized into SHEs and NSHEs without further subgrouping by severity (eg, mild or moderate) or time of occurrence (daytime or nocturnal). This classification is preconized by HTA agencies for CUAs in T2DM [6,7]. Subjective measurement of hypoglycemia may overestimate the number of episodes, which may underestimate the outcome values by event (conservative approach). In addition, the recently published guidelines by the International Hypoglycaemia Study Group recommend that the hypoglycemia threshold be lowered to <3.0 mmol/L (<54 mg/dL) in clinical trials [54]. This threshold was suggested because it is sufficiently low to indicate serious, clinically important hypoglycemia and because this level does not occur under physiological conditions in individuals who do not have diabetes. A joint position statement by the ADA and the European Association for the Study of Diabetes was subsequently published, which indicated that the glucose level should be lowered for clinical trials [54]. The use of the official definition of hypoglycemia (≤3.9 mmol/L) instead of a lower threshold might lead to overreporting of nonclinically serious events. Nevertheless, this approach is also conservative as it underestimates the outcome values by event. Defining hypoglycemia based on symptoms or blood glucose measurements is considered a reliable method that best reflects real-world practice [18,19]. The frequency of assessments (recall period) was based on previous Canadian studies [18,19]. The use of diary records (if higher than the number reported in the questionnaire) can compensate for potential recall bias and is a conservative approach as it would decrease the outcome values by event. Considering that longitudinal studies usually have a minimum of 3 measurements and that the frequency of assessments is 4 weeks, the duration of the study is therefore 3 months.

The outcomes will be measured using validated questionnaires. Although several instruments are available to estimate productivity losses, there is no gold standard [55]. In addition, HTA agencies make different recommendations regarding types of productivity losses (absenteeism, presenteeism, and unpaid work) to include in economic evaluations and methods for valuation or monetization (human capital approach and friction approach) [33]. Therefore, productivity losses will be presented as total and type-specific raw scores (number of hours per day) and will not be transposed into monetary value. This approach provides flexibility and allows future economic evaluations to be fit for specific purposes. The iPCQ scoring manual presents different valuation methods depending on various scenarios (eg, presence of long-term absences and frequency of measurements) and is fully adaptable to different HTA requirements [33]. It is
recommended that the choice of a work productivity instrument for economic evaluations should be based on purpose, perspective, practicality, population, and psychometrics (5 Ps) [55]. The iPCQ meets the 5 Ps criteria as it is a validated generic instrument that allows monetization, captures all types of productivity losses, and minimizes the burden to patients (has short completion time and is easy to understand). Owing to its recent development, the use of the iPCQ is less extended than older questionnaires, which comes with the advantage that questions are optimized based on 3 previously validated instruments [33]. Moreover, this promising instrument has a recall period of 4 weeks, which matches measurements of hypoglycemia while limiting recall bias. Although there is no gold standard, the Work Productivity and Activity Impairment Questionnaire is the most widely used instrument to assess productivity losses [56]. Similar to the iPCQ, the Work Productivity and Activity Impairment Questionnaire covers absenteeism, presenteeism, and unpaid work, but over a shorter period. As the recall period is only 7 days, it may not capture all productivity losses due to hypoglycemia if events occur outside of the recall period. Regarding utility, the use of generic preference-based instruments is recommended, among which the EQ-5D is the most extensively used [57]. The EQ-5D asks patients how they feel on that day without any recall period. Therefore, for complications associated with transient effects only (eg, diarrhea), utility should be measured simultaneously (ie, on the same day). When acute events are followed by persistent fear and anxiety (eg, stroke), different measurement timings can be used. If the utility is measured shortly after the event, the punctual effect of the complication will be captured. If utility is not measured concurrently, then a general effect will be captured. For economic modeling of T2DM, utility values recommended by HTA agencies were all sourced from studies designed to capture the general impact of diabetic complications, including hypoglycemia [6,7]. In a reference study by Currie et al [5], the EQ-5D captured decrements in utility due to hypoglycemic events that occurred over the last 3 months. Furthermore, in several randomized controlled trials, the impact of SHEs on utility was measured for up to 1 year after the event [36,58,59]. A limitation of this approach is the underestimation of acute physical effects related to the event. Indeed, the current design may capture the psychological effects of hypoglycemia more accurately. Nevertheless, this study will estimate the overall impact of this treatment-related adverse effect on utility, providing relevant inputs for T2DM economic modeling.

Confounding is a concern in observational research [28]. Before implementing this study, independent variables were thoroughly identified, and each known variable will be measured to limit confounding. To reflect real-world practice, independent variables that will be extracted from patients’ medical files will represent the last available value, which may not reflect the current unknown value. Moreover, some independent variables will be self-reported, potentially leading to residual confounding. Nevertheless, there are no unmeasured known confounders, and the potential impact of an unmeasured unknown confounder will be tested using $E$ values [52,53]. There is evidence that a cross-sectional design may overestimate the impact of T2DM complications on utility because of the underlying heterogeneity across patients [37]. Therefore, a longitudinal design with time-varying exposure will help protect against time-invariant confounding (natural heterogeneity) [40,46-48]. A GEE model will be used to account for the correlation associated with repeated measures from the same individual. Although mixed models provide a flexible framework compared with the GEE model, they require a large sample size and may be computationally demanding. Therefore, the simpler GEE method will be used to deal with this noncomplex data set (no large-scale data analysis, single level of clustering, and absence of nonstochastic time-varying covariates, eg, time from baseline). In addition, it is acknowledged that a GEE model is comparable with a random intercept model for continuous outcomes. A drawback of the GEE model is the assumption that the data are MCAR [40,46-48]. Therefore, if the data are not MCAR, the WGEE will be used to ensure the robustness of the estimates [50]. Furthermore, reminders and incentives should help to minimize the rate of missing data.

Patients will be recruited from several regions throughout Quebec and Ontario, Canada, to increase the external validity of the results. However, recruitment sites will be limited to urban areas and may not be representative of rural areas. The real-world design and broad eligibility criteria will ensure that the HEOR estimates are generalizable to a target population for future reimbursement purposes. It is assumed that recruitment through clinical sites only will not affect the representativeness of the sample as patients with diabetes have regular follow-ups with their health care providers, thereby capturing most eligible patients and not only patients in worse condition. Furthermore, enrolling patients from both medical and diabetes clinics will be representative of the target population. Although probability sampling is the gold standard for ensuring sample representativeness, it is often not feasible in Canada because many jurisdictions lack electronic patient databases, particularly family practice. Yet, systematic participant recruitment as consecutive sampling using appointment lists also helps minimize selection bias (including oversampling). Participation rates will be recorded to document the risk of selection bias. It should be noted that the COVID-19 pandemic may affect patient productivity and utility. However, given the use of the GEE model to estimate the independent impact of hypoglycemia on the HEOR estimates, the results are expected to be valid and generalizable.

Conclusions

Robust evidence on the productivity and utility of insulin-induced hypoglycemia is lacking in Canada. Currently, available data on productivity loss have not been estimated using a validated questionnaire, thereby increasing the risk of bias [3,8,9]. A systematic review published in 2021 identified 42 unique instruments for measuring productivity, and the authors recommended the iPCQ for use in economic evaluations [60]. As for the current evidence on utility decrement due to hypoglycemia, Canadian data are limited to vignette studies (ie, bespoke descriptions of impaired health states), which are not the preferred source of utility owing to their inherent drawbacks [10-12]. This study will generate high-quality HEOR estimates for future economic modeling of T2DM.
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Abstract

Background: The rapid emergence of the COVID-19 pandemic globally collapsed health care organizations worldwide. Incomplete knowledge of best practices, progression of disease, and its impact could result in fallible care. Data on symptoms and advancement of the SARS-CoV-2 virus leading to critical care admission have not been captured or communicated well between international organizations experiencing the same impact from the virus. This led to the expedited need for establishing international communication and data collection on the critical care patients admitted with COVID-19.

Objective: Developing a global registry to collect patient data in the critical care setting was imperative with the goal of analyzing and ameliorating outcomes.

Methods: A prospective, observational global registry database was put together to record extensive deidentified clinical information for patients hospitalized with COVID-19.

Results: Project management was crucial for prompt implementation of the registry for synchronization, improving efficiency, increasing innovation, and fostering global collaboration for valuable data collection. The Society of Critical Care Medicine Discovery VIRUS (Viral Infection and Respiratory Illness Universal Study): COVID-19 Registry would compile data for crucial longitudinal outcomes for disease, treatment, and research. The agile project management approach expedited establishing the registry in 15 days and submission of institutional review board agreement for 250 participating sites. There has been enrollment of sites every month with a total of 306 sites from 28 countries and 64,114 patients enrolled (as of June 7, 2021).

Conclusions: This protocol addresses project management lessons in a time of crises which can be a precept for rapid project management for a large-scale health care data registry. We aim to discuss the approach and methodology for establishing the registry, the challenges faced, and the factors contributing to successful outcomes.

Trial Registration: ClinicalTrials.gov NCT04323787; https://clinicaltrials.gov/ct2/show/NCT04323787

(JMIR Res Protoc 2022;11(3):e27921) doi:10.2196/27921
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Introduction

The COVID-19 pandemic has introduced unprecedented challenges to health care systems worldwide [1]. Because of the effects of COVID-19 on the respiratory system [2], geographic areas affected by the pandemic have experienced large surges in critically ill patients who require intensive care and multiple organ system support [3]. The recognition for the necessity of conception of a COVID-19 global critical care database rapidly developed with the growing crisis hospitals experienced from the spread of the disease [4,5]. This would allow for near real-time data collection, analysis, and display. The design of the registry would be consistent with data analytic requirements [4,5]. Rapid formation of partnerships, gaining needed resources, identifying and enrolling participants, and developing the tool to collect data are crucial and time sensitive due to the rapid progression of the virus.

Implementation of a global registry during a pandemic requires extensive project management, which includes planning, initiation, execution, monitoring, and eventually closing of the registry [6,7]. Early steps require (1) research approvals for human patients/participants and data use agreements; (2) development of electronic case report forms; (3) defining common data standards and terminology; (4) development of standard operating procedure (SOP) and training for data entry; (4) coordination with other studies; (5) data quality control, automation, and validation; and finally (6) planning for diverse methods of knowledge dissemination through the registry dashboard and publications.

Project management, in a methodical but agile approach, is fundamental to release a data collection tool that would benefit health care organizations worldwide. The shared registry would enable organizations to review and analyze data in accelerated time frames on a continuous ongoing spectrum. Rapid project management and successfully implementing an initiative of this magnitude and complexity require strong leadership and the right partnerships [8,9]. An iterative, team-based approach without any lag time between different phases to get tasks done would be ideal in contrast to the waterfall methodology.

The Viral Infection and Respiratory Illness Universal Study (VIRUS): COVID-19 Registry [4,5] is a first of its kind, enrolling patients from 25 countries and more than 275 participating sites aimed at sharing real-time information on hospital care and intensive care unit admissions, which could expand the scope of SARS-CoV-2 research. The objective of this protocol was to report the project management activities, timelines, and various steps for implementation of the COVID-19 global registry. We aim to discuss the outcomes, factors which led to successful implementation, and challenges faced which could act as a guide for future establishment of large-scale registries in times of acute need.

Methods

Ethics Approval

The VIRUS Registry was approved by the Mayo Clinic Institutional Review Board (IRB; approval no. 20-002610). The Mayo Clinic IRB waived the need to obtain consent for the collection, analysis, and publication of the anonymized data for this non-interventional study and determined to be exempt from the requirement for IRB approval (45 CFR 46.104d, category 4).

Overview of the Society of Critical Care Medicine Discovery VIRUS: COVID-19 Registry

The detailed methodology and aims of the registry have been published elsewhere [4,5]. In brief, the VIRUS Registry [4,5] is a prospective, observational global registry database. In this registry, except 25 sites in the United States with data automation, all other sites collect data manually on a voluntary basis. Case report forms were constructed using Research Electronic Data Capture (REDCap) [10], to record deidentified clinical information as well as daily physiologic, laboratory, and treatment information for patients hospitalized with COVID-19.

Project Management Review

Team Organization Structure

The team organization works based on the “hub and spoke” model, where the centralization around the principle investigator (primary contact) with primary team leads promotes stability within the organization. Members are often cross-trained and learn how to work with others outside of their immediate department. This team organization style was most suited for our needs and effective communications with each node (secondary contacts). Everyone is granted equal access to information, which promotes resource sharing and the “hub and spoke” distributed style was utilized at team member level (tertiary contacts; Figure 1). The model was generated by the tool provided from [11] (also see [12]). A blank template is provided in Multimedia Appendix 1.
Project Management

The first and imperative step in project management is quickly establishing a manageable scope [7]. The scope (Table 1) determines the parameters of the data collection, enabling the project team to better focus efforts on setting up the registry. The project governance is identified by the project manager and project proponents. A rapid stakeholder analysis is crucial for alliance with organizations with the same interest and familiarity with international collaboration and identification of executive leadership [12].

Table 1. Scope description of the VIRUS\(^a\) registry.

<table>
<thead>
<tr>
<th>Scope</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>In scope description</td>
<td>• Scope: Hospitalized patients with COVID-19 who have positivity in PCR (or other SARS-CoV-2) test or test result pending or only observational clinical data.</td>
</tr>
</tbody>
</table>

\(^a\)VIRUS: Viral Infection and Respiratory Illness Universal Study.

Project Plan

Creating a project plan led by the project manager assures that predecessor and dependent tasks are accounted for [13]. The plan lists the key and ongoing tasks and reviewing these on a regular basis assures tasks are not being missed and resources are not over allocated. The plan accounts for using the agile project framework utilizing the sprint methodology, which is necessary to quickly create a plan for global enrollment and education.

Developing a project timeline outlining milestones ensures a quick progress review, and helps with identifying roadblocks [14]. The timeline sums up the progression of the project.
**Project Charter**

Creating a project charter is necessary but not a priority at the start of the project. The charter will serve as a valuable tool for recording methodology, history of the project and project goals, and sustainment activities. It aids in creating and supporting a budget and obtaining financial assistance. The charter for this project was developed approximately 2 months after the initiation. Project information, data, and timelines had all been recorded and saved to allow for a charter to be efficiently created and remain an agile document with additions and modifications as the project progresses.

**Steps Included in Registry Implementation for Obtaining Data Inputs**

**Defining Data Elements and Weekly REDCap Update for Patient Data Enrollment**

Focusing on data standards by using all existing standard data elements and definitions whenever possible is crucial for the development of interoperability and globalization of a registry aimed at consolidating data during a pandemic (Figure 2). This will be increasingly important as the use of electronic medical records is becoming widely available around the globe. It is also important to note that adopting standard data variables not only improves the efficiency in establishing registries but also promotes effective sharing, combining, or linking of data sets from different sources and institutions globally.

**Figure 2.** Workflow of the VIRUS: COVID-19 International registry. DAG: data access group, PI: program investigator, PM: program manager.

To achieve this, our registry adopted applicable data elements and definitions in accordance with (1) Critical Care Data Dictionary developed by the Data Definitions and Outcomes workgroup within the Society of Critical Care Medicine’s (SCCM) Discovery, the Critical Care Research Network; (2) available published data on COVID-19 standards; and (3) case report forms, data elements, and definitions from the World Health Organization (WHO) International Severe Acute Respiratory and Emerging Infection Consortium (ISARIC) COVID-19 core case report form.

**Data Collection and Research Tools Management**

Collecting and sharing data in a secure manner with numerous collaborators across academic departments or even institutions remain a formidable challenge. To address this challenge, the discovery and diagnosis phase of the project were combined and REDCap [10] was recognized as an optimal data collection tool for a large registry. REDCap is an electronic data capture system that allows electronic data securely while expediting the research process and ensuring data reusability. In addition, REDCap [10] allows real-time data validation, integrity checks, and other mechanisms to ensure data quality (eg, double-data entry options) and provides central data storage and backups.

**REDCap Access Management**

REDCap access is necessary in order for each site to enter data for their patients. First, each hospital system needs to be inputted into REDCap as a data access group (DAG). A DAG only stores data for patients of that site. Each DAG is noted in the following format: country, site name, and city. Each site being labeled this way allows for easy organization and tracking of user accounts. To gain access to the respective DAG, either the principal investigator or members of the team request access to the data access manager. After requesting this, the data access manager requests an account creation for each respective user to REDCap administrators and then assigns them to the correct DAG. This ensures that the users in each team can only access patient data specific to their DAG, and not the rest of the patient database. This ensures accuracy and confidentiality of patient information (Figure 3).
Data Entry

Before entering data into the registry, it is important to define inclusion and exclusion criteria for the patients. Patients admitted to a participating hospital with COVID-19 were evaluated by the local institutional research teams according to the inclusion and exclusion criteria (Table 1). The process does not differ between floor or intensive care unit admissions. When included, each patient is assigned a study number and the real-time deidentified daily data collection begins thereafter. The data that are collected for each patient can be classified as baseline characteristics, daily follow-up, outcome, and enhanced data points. Detailed information regarding collected data points is outlined in Table 2. Patients were followed during the entire hospitalization period, regardless of any transfers between different divisions in the same institution. If a patient is transferred to another hospital, reenrollment does not occur, even if the new institution is participating in the registry. The outcome data are collected at the time of discharge from the hospital. On the 28th day after hospital admission, follow-up information regarding COVID-19 readmissions and 28-day mortality is recorded.
Table 2. Specifics of collected clinical data.

<table>
<thead>
<tr>
<th>Data groups</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline characteristics</td>
<td>• Demographic characteristics</td>
</tr>
<tr>
<td></td>
<td>• Symptoms and history</td>
</tr>
<tr>
<td></td>
<td>• Comorbidities and premedications</td>
</tr>
<tr>
<td></td>
<td>• COVID-19 manifestations</td>
</tr>
<tr>
<td></td>
<td>• Microbiological test details</td>
</tr>
<tr>
<td>Daily follow-up</td>
<td>• Imaging results</td>
</tr>
<tr>
<td></td>
<td>• Respiratory support details</td>
</tr>
<tr>
<td></td>
<td>• Medications and other interventions</td>
</tr>
<tr>
<td></td>
<td>• Employment of best care practices</td>
</tr>
<tr>
<td>Outcome</td>
<td>• Requirement of oxygenation methods</td>
</tr>
<tr>
<td></td>
<td>• Complications during the follow-up period</td>
</tr>
<tr>
<td></td>
<td>• Hospital and intensive care unit length of stay</td>
</tr>
<tr>
<td></td>
<td>• In-hospital mortality</td>
</tr>
<tr>
<td></td>
<td>• 28-day mortality</td>
</tr>
<tr>
<td>Enhanced data point</td>
<td>• Daily vital signs</td>
</tr>
<tr>
<td></td>
<td>• Comprehensive physical examination findings</td>
</tr>
<tr>
<td></td>
<td>• Detailed laboratory results</td>
</tr>
<tr>
<td></td>
<td>• Sequential Organ Failure Assessment (SOFA) and Pediatric Logistic Organ Dysfunction (PELOD) scores</td>
</tr>
<tr>
<td>Full data</td>
<td>• Acute Physiological Assessment and Chronic Health Evaluation (APACHE) II score</td>
</tr>
<tr>
<td></td>
<td>• Electrocardiogram and echocardiography findings and deidentified image upload</td>
</tr>
<tr>
<td>Data regarding co-venting patients</td>
<td>• Demographics of both patients</td>
</tr>
<tr>
<td></td>
<td>• Detailed ventilator setting information</td>
</tr>
<tr>
<td></td>
<td>• Outcome of both patients</td>
</tr>
<tr>
<td>Pediatric-specific data</td>
<td>• Functional Status Score (FSS) and Pediatric Risk of Mortality (PRISM) scores</td>
</tr>
</tbody>
</table>

Personnel Training for Data Collection and Development of Standard Operating Procedure

Performing semistructured trainings with clinical research coordinators from participating study sites globally is very important to ensure good quality assurance. The goal of these meetings would be to provide a general overview of the registry database, while concurrently identifying specific factors which could compromise the integrity of data collection. In addition to structured training, a global registry requires a good SOP. SOP is a set of detailed instructions that define and standardize research procedures in clinical registries. SOPs describe each data variable, standard definition and step of the research process, and the actions to be taken for data collection. It provides autonomy and improves the quality of the data collected, thereby improving the science of the study. SOP can be utilized as a reference and guideline as to how research will be conducted for new study sites, and to ensure the whole process is well described, comprehensive, predictable, less prone to error, and serves as an initial training source. Several iterations may be required before the needs and concerns of all are met. SOPs are a “living” instrument. They can only work if they reflect the actual process on the ground rather than what should ideally be happening. The document should be regularly updated to reflect changes or improvements in processes over time. Primary sites should retain and store older versions of an SOP to track what were done and what data were collected at what time and place.

To ensure a standardized and consistent data collection procedure, we developed a live SOP on Google Drive specifically related to the task of the primary data collectors. This SOP provides a description of all data elements collected as well as the sources used to obtain the data.

It is also crucial to have an oversight on data entry by experienced investigators. After the training process, the data entry activities of clinical research coordinators are closely monitored by the core team to assess whether data collection was conducted according to the study protocol.

Data Automation Management

Collaboration with health care centers to optimize electronic health record (EHR) data collection is a key in making data collection more efficient. During a pandemic, the primary concern of health care workers is to care for the patients, and therefore great effort needs to be made to make the process as smooth and efficient as possible. To manage data automation, we formed a working group called “Practical EHR Export Pathways” (PEEP). This group developed methods to automate the uploading of data from EHRs to reduce workloads from sites that were struggling with the heavy clinical burdens that had resulted because of the pandemic.
Recognizing data automation as an “intervention,” PEEP workgroup participating sites began an iterative process, with multiple sites producing and rapidly distributing resources (eg, MS Excel spreadsheet templates, SAS code, EHR–EPIC Workbench), incorporating feedback to describe successful tools, to optimize fit to practice settings and the ecological system, and to identify key constructs by consensus. PEEP workgroup–prioritized resources specific to the EPIC platform leverage standard search queries to obtain structured data from common EHR-generated relational databases and facilitate peer-to-peer coaching on the development and execution of end-user EPIC reporting functions. The participating sites reported implementation progress and validity through an online form and in biweekly team meetings.

Data Quality Management

The primary goal of the data quality checks is to ensure correct and consistent data entry [15]. The first step would be to analyze large volumes of data with attention to detail, accuracy, and data quality. This will help in creating acceptable data quality reports for any sort of registry. Troubleshooting to find root causes will also lead to quality improvement in the data collection tool. Preparation and consolidation of the data will be instrumental in periodic review and generation of data quality reports. The data collection tool (REDCap) also supports performing root cause analysis, investigating any data errors or anomalies, and assisting in implementing solutions to correct data problems. Meeting with study sites weekly and sharing inconsistencies and missing data for their sites will help in developing and publishing a set of quality metrics. It will facilitate capturing data trends on a weekly, monthly, and quarterly basis to ensure that data quality programs are working effectively.

Dissemination of Information Management

Partnering with a widely known medical organization or specialty society (for VIRUS registry, it was SCCM) with an imprint in the global health arena will prove to be a strategic measure enabling communication with worldwide organizations that enroll in the Registry. Here are a few highlights of communication management of the Registry:

- A communication plan needs to be put in place, identifying the standard content for each communication along with standard reporting.
- View of registry information needs to be granted to all participants so they could view information in real time.
- A public-facing webpage with registry information, contacts, and an intake form would be essential to manage the early barrage of inquiries.
- A weekly newsletter is the fastest and cheapest communication tool between the core team and participating sites.
- A public-facing data dashboard [16] would be key for simple descriptive data dissemination for participating investigators and other health care communities.
- Virtual meetings, weekly with all investigators and as needed with sites with various needs, would keep the communication lines open; details are described below.

Virtual Meetings

A pandemic usually results in a suspension of normal day-to-day activities. One of these activities is the group meeting among the researchers. Good communication between team members is key to having success in creating a registry. Therefore, it is essential to set up regular virtual meetings with clear agendas. To substitute for in-person meetings, since the beginning of the VIRUS: COVID-19 Registry project, 1-hour-long structured weekly meetings were put in place. Sharing information directly with the researchers from all study sites using Zoom as a tool for communication enables a sense of community and partnership with the global team [17]. The meeting agenda consists of updates regarding pediatric data, automation, adult data, and ancillary studies. Following these, a session takes place during which the participants get the opportunity to inquire about any unclear points. Content of the meeting sessions is summarized in Table 3.
Table 3. Project management significance: structure of the weekly meeting sessions.

<table>
<thead>
<tr>
<th>Step/update</th>
<th>Specifics of the VIRUS(^{a}) Registry weekly follow-up</th>
<th>Significance to project management</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automation update</td>
<td>• Data automation unit contributes with advancements in automated data collection.</td>
<td>• Although there have been substantial developments in electronic health record–based automated data collection, there is still room for improvement. Not all sites may have the means for developing a feasible automation system all by themselves. Thus, the collaboration of sites under the supervision of a professional team helps individual sites to establish a system that would make reliable automated data collection possible.</td>
</tr>
<tr>
<td></td>
<td>• They also offer assistance and collaboration opportunities to participating institutions that are interested in automation.</td>
<td></td>
</tr>
<tr>
<td>Adult VIRUS registry data update</td>
<td>• The project principal investigator brings the researchers up to date about the collected data.</td>
<td>• Acknowledgment of achievements, both for the whole project and for each site, increases the motivation and collaboration of the centers.</td>
</tr>
<tr>
<td></td>
<td>• The study coordinating team provides comprehensive information about the updates in the standard operating procedure.</td>
<td>• Detailed explanations of standard operating procedure amendments and their purpose help in attracting the attention of the collaborators to the updates and facilitate their compliance with the new or changed procedures.</td>
</tr>
<tr>
<td></td>
<td>• They also indicate inconsistent and missing data points and share tips about improving the quality of collected data.</td>
<td>• Providing guidance about how to improve data quality and offering partnership increase the efficiency of teamwork.</td>
</tr>
<tr>
<td>Ancillary study updates</td>
<td>• The project management team provides insight into the ancillary study proposal submission and the approval process.</td>
<td>• Being transparent in the ancillary proposal evaluation process helps with the building of trust within the study team.</td>
</tr>
<tr>
<td></td>
<td>• They extend guidance regarding approved ancillary study proposals.</td>
<td>• Offering guidance as necessary increases efficiency and strengthens teamwork.</td>
</tr>
<tr>
<td>Pediatric update</td>
<td>• The VIRUS: COVID-19 Registry Pediatric Team provides detailed information regarding the current status of pediatric data.</td>
<td>• Providing pediatric-specific data during the general meeting strengthens the harmony between adult and pediatric sites.</td>
</tr>
<tr>
<td></td>
<td>• They highlight pediatrics-specific data points.</td>
<td></td>
</tr>
<tr>
<td>Question and answer sessions</td>
<td>• More than half of weekly meetings is reserved for the question and answer session.</td>
<td>• The chance to have a personal discussion with the primary study team allows any issues to be clarified promptly. Additionally, because all investigators are a part of the conversation, it helps them to address the same situations quickly as they encounter them.</td>
</tr>
<tr>
<td></td>
<td>• The participants get an opportunity to inquire about any unclear points, and receive explanations directly from the study principal investigator.</td>
<td>• During these conversations the primary study team has the opportunity to get direct feedback from other investigators, which leads to adjustments of the project according to the needs of the researchers.</td>
</tr>
<tr>
<td></td>
<td>• Fruitful discussions take place between the study coordinating team and participating researchers.</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)VIRUS: Viral Infection and Respiratory Illness Universal Study.

**Social Media Management**

During these times of rapid information exchange, proper utilization of social media could be a great asset in such a large-scale global pandemic registry. The early recruitment of like-minded and motivated key team members could be done via professional social media platforms such as LinkedIn and Twitter. To enroll newer sites, the word could be spread through regular posts and tweets. A handful of social media–savvy champions to repost, reshare, and retweet with tagging and adding pertinent stakeholders would be a game changer. In our case, an early twitter handle (@covid19registry) was established even before the first site enrollment. On Twitter, more than 425 tweets have been sent in the first 8 months of registry initiation, accumulating over 725 followers. A robust social media presence would be a great strength for a global pandemic registry.

**Results**

The registry was established in 15 days from the inception of idea. Within the first 2 weeks, data agreements were submitted for 250 sites (Figure 4) and approval for 45 sites was achieved. A total of 69, 41, and 11 sites were enrolled in the first 3 months, respectively. Enrollment in the pediatrics registry also started from June 2020. The trend of patient enrollment is shown in Figure 2. The robust data automation management saved significant time over abstraction or manual data import processes. A total of 25 sites participate in data automation.
The extensive data that are being collected within the scope of this study would help answer some fundamental questions about this new disease. In the end it will not only be useful for determining the impact of treatment strategies, but also could provide more insight into the pathogenesis. For this purpose, researchers that are involved in the study were given the opportunity to share their research questions with the core team. After a careful review, ancillary study proposals were approved to be conducted on the collected data and they are ongoing. The large database allows for further studies on observational outcomes. In addition, we periodically gathered queries related to VIRUS Registry REDCap and suggestions to improve the registry. We also updated REDCap fields accordingly in a weekly manner after acquiring the approval of the core committee. This process will also allow reconciling large amounts of data into concise targeted information summaries and reports for statistical analysis.

**Discussion**

In times of crisis, agile project management helped health care organizations form a self-organized team to set up a global registry, which implemented clear key metrics, and fostered collaboration among sites as well as sharing of resources. It also boosted quality output and improvised changes. Project management for a global registry requires rigorous training and monitoring on a large scale. We adopted the “hub and spoke” model of team organization. This style allows for more effective communication among the teams and is more adaptable to change. Establishing scope of relevant activities and assembling governance that has the right background, knowledge, and skills assured prompt response to barriers. Stakeholder analysis helped in forming alliance with shared understanding of objectives. The user interface of REDCap allowed for a quick initiation and formulation of data variables. It also proved to be an ideal tool for data import as 25 sites were using data automation. Its robust analytics helped in finding missing data and outliers. However, user maintenance is difficult in collaborating with other organizations. Robust project management was needed for successful launch of registry, which includes but not limited to, project plan, project charter, virtual meeting for project progression, and social media engagement. Our 5 key lessons learned were (1) preparation and anticipation of site needs, (2) regular communication with participating sites, (3) proactive data quality, (4) development of contingency plans through SOP, and (5) expressions of appreciation to participating sites on virtual meetings. This study can inform the project management implementation of future complex global registries.

Many studies in the past have provided guidance regarding trial management [7,18]. However, there is a lack of project management guidelines for a global registry. To our knowledge, we are the first to apply the agile project management approach to describe the conduct of a multicenter global COVID-19 registry. These results may help inform the planning of realistic clinical registry activities and set milestones for participating sites for another multicenter observational registry.

In conclusion, project management from initiation to execution with rapid availability of results in a global pandemic registry project is a herculean task. Recognizing the importance of implementing the VIRUS Registry to share best medical practices pushes the boundaries of project management and
challenges traditional project management methodologies (agile in our case) during rapid implementation. However, as illustrated in this protocol, it is achievable. A well-organized database that is led by a database manager is imperative to storing patient data securely and without errors. Perhaps the most important lesson we have learned is that the success of a registry of this scope depends crucially on the willingness of health care community to contribute to a joint initiative for a common good. This project will facilitate national consensus on data standardization and subsequent automation for rapid critical care trials and national registries.

Conflicts of Interest
RK is receiving grants from the Betty and Moore Foundation and Jensen & Jensen, LLC for supporting this registry. Neither of them has any role in writing, reviewing, or influencing this manuscript. Other coauthors have no conflict of interest.

Multimedia Appendix 1
Global pandemic registry team organization template.

References
11. Map Chart. URL: https://mapchart.net/ [accessed 2020-11-19]


Abbreviations

DAG: data access group
ISARIC: International Severe Acute Respiratory and emerging Infection Consortium
PEEP: Practical EHR (electronic health record) Export Pathways
REDCap: Research Electronic Data Capture
SCCM: Society of Critical Care Medicine
SOP: standard operating procedure
VIRUS: Viral Infection and Respiratory Illness Universal Study
WHO: World Health Organization

Edited by G Eysenbach; submitted 15.02.21; peer-reviewed by N Candula, Y Chu; comments to author 14.04.21; revised version received 29.06.21; accepted 20.07.21; published 15.03.22.

Please cite as:
Turek JR, Bansal V, Tekin A, Singh S, Deo N, Sharma M, Bogojevic M, Qamar S, Singh R, Kumar V, Kashyap R
Lessons From a Rapid Project Management Exercise in the Time of Pandemic: Methodology for a Global COVID-19 VIRUS Registry Database
JMIR Res Protoc 2022;11(3):e27921
URL: https://www.researchprotocols.org/2022/3/e27921
doi:10.2196/27921
PMID:34762062

©Janice R Turek, Vikas Bansal, Aysun Tekin, Shuchita Singh, Neha Deo, Mayank Sharma, Marija Bogojevic, Shahraz Qamar, Romil Singh, Vishakha Kumar, Rahul Kashyap. Originally published in JMIR Research Protocols (https://www.researchprotocols.org), 15.03.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Research Protocols, is properly cited. The complete bibliographic information, a link to the original publication on https://www.researchprotocols.org, as well as this copyright and license information must be included.
Protocol


Lisa Nugent1, BFA, MFA; Robin Anthony Kouyate1*, BA, MA, PhD; Shawna Jackson1*, BS; Meredith Y Smith1*, BA, MPA, PhD
Amgen, Thousand Oaks, CA, United States
*all authors contributed equally

Corresponding Author:
Robin Anthony Kouyate, BA, MA, PhD
Amgen
1224 Paseo Rancho Serrano
Thousand Oaks, CA, 91362
United States
Phone: 1 4102413997
Email: rakouyate@gmail.com

Abstract

Background: Involving chronically ill patients in the management of their health is widely recognized as a vital component of high-quality health care. However, to assume the role of informed participants, patients need both access to their health information and assistance in interpreting such data. Smartphone technology with SMS text messaging functionality offers a convenient and minimally demanding mechanism for providing such dual capabilities to patients. To date, a number of similar digital tools have been developed for use in various chronic and progressive disease conditions, including rheumatoid arthritis.

Objective: This paper aims to describe the development of a research protocol that applies a human-centered design (HCD) approach to develop a mobile health (mHealth) intervention to support symptom management and treatment adherence for rheumatoid arthritis.

Methods: To guide the development of the mHealth intervention for use within a commercial biotechnology context, we selected and applied an HCD framework consisting of three phases: understanding, ideation, and implementation.

Results: Leveraging the framework, we mapped the key objectives and research questions to each phase and identified the HCD techniques and methods most suitable for addressing them. In addition, we identified the need to include a fourth phase, one that referred to postimplementation assessment, which would enable evaluation of patient engagement and intervention impact on symptom self-management.

Conclusions: This paper presents a research protocol that applied an HCD framework to guide the development of an mHealth intervention within a commercial biotechnology context. This type of guidance is salient because commercial entities are becoming one of the leading producers of this type of intervention. However, the methodologies used and challenges faced from a research and development perspective are not well-represented in the published research literature to date. Our application of the HCD framework yielded important findings. Each phase of the HCD framework provided important guidance for increasing the likelihood that the final product would be understandable, acceptable, feasible, and engaging to use. Consistent with other researchers in the field of mHealth interventions, we identified the need to add a fourth phase to the HCD framework, one that focused on a postimplementation assessment to guide further improvements to support adoption in real-world settings.

International Registered Report Identifier (IRRID): RR1-10.2196/16430

(JMIR Res Protoc 2022;11(3):e16430)  doi:10.2196/16430
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Introduction

Background

Patient-centeredness is increasingly recognized as a hallmark of high-quality health care delivery and drug development [1]. Empowering patients to manage their own health and disease conditions is a key aspect of patient-centeredness, which has been shown to improve treatment adherence and other patient outcomes [2]. However, to assume the role of empowered participants, patients need access to their health data and assistance in interpreting it. Smartphone technology with SMS text messaging functionality offers a convenient and minimally demanding mechanism for providing such dual capabilities to patients. To date, numerous types of digital tools have been developed for use in various chronic and progressive disease conditions, including for rheumatoid arthritis (RA).

RA is a chronic, progressive autoimmune disease. In the United States, an estimated 41 in 100,000 adults are diagnosed with this condition annually [3,4]. Typically, patients with this disease are older, White, and female [5]. Hallmarks of RA include functional disabilities that increase in severity over time and premature mortality [6,7]. Key disease markers include morning stiffness, pain, and fatigue. Treatments for RA feature a range of disease-modifying therapies, including biologics [6]. However, long-term adherence to therapy, especially biologic regimens has been shown to be poor [6,8]. Multiple factors contribute to nonadherence, including limited patient awareness and understanding of the disease, how it progresses, and how different treatments affect symptom expression over time [9,10].

Over the last two decades, patient-reported outcome measures (PROMs) have been developed to capture important aspects of RA disease and treatment [11]. Increasingly, static, one-time measurements have been replaced by a more dynamic approach in which PROMs are assessed at defined time points over a 24-hour period [11]. This type of periodic assessment is especially useful for evaluating disease progression and treatment impact and provides data that are informative for both health care professionals (HCPs) and patients alike [12]. To date, PROMs have been used predominantly in the clinical trial context. However, there is a growing recognition of their potential value in routine rheumatologic outpatient care as well [7]. Patient diaries have long been used to collect patient-reported outcomes (PROs), including RA-related symptoms [13]. Increasingly, digital diaries have supplanted paper-based versions largely because of the superior ease and timeliness of data capture [12,14]. Sharing the results of these assessments with patients visually in a graphical format has been shown to improve treatment adherence, increase patient trust in their physician, enhance patient-provider communication, boost patients’ disease coping capability, and improve their understanding of the effects of disease activity and treatment [13].

Although the use of such electronic (eHealth) interventions has been growing, sustaining their use has remained elusive. A major contributing factor in this regard is that interventions have typically been developed with little to no involvement from the patient [13]. This lack of patient-centeredness has led to persistent usability problems and high attrition rates, resulting in mobile health (mHealth) interventions that are high tech with a low impact [15,16].

Currently, the peer-reviewed research literature describing patient-centered interventions to support RA symptom management and treatment adherence, digital or otherwise, is sparse [14]. Azevedo et al [17] used a patient-centered approach to develop a smartphone app for RA self-management. The study consisted of a cross-sectional patient survey to assess the usefulness of the app in supporting RA self-management, preferred features, and the degree to which patients would be willing to use and pay for it. However, no details were provided regarding whether and to what extent formative research and testing were conducted—a limitation common to many other published mHealth-based behavioral change interventions to date. To advance the science in this area, recent recommendations and guidelines call for detailed reporting of the types of methods used in each phase of the iterative design process [18-20].

Human-centered design (HCD) is an approach that can be applied to guide researchers in the reporting of these iterative design processes [20,21]. In particular, HCD engages participants in defining their unmet needs and designing solutions to address them. Within the context of health care and biopharmaceutical industries, HCD uses a patient-centered approach that emphasizes the human perspective, in addition to including criteria such as technological feasibility and economic viability when designing an intervention solution [22].

The application of HCD in the field of health and disease symptom management has been growing in recent years [21]. To date, HCD has been used to design interventions addressing a range of conditions and issues, including chronic obstructive pulmonary disease, diabetes, caregiver stress, and posttraumatic stress disorder and for a range of users (eg, patients, HCPs, and caregivers) [21]. Interventions based on an HCD approach have demonstrated greater satisfaction, usability, and effectiveness than traditional ones [21]. A defining feature of HCD is the contextual inquiry—a method in which users are observed and questioned in their own environments to obtain rich information about practices, the social, technical, and physical environments, and user tools. This method can be particularly useful for understanding daily patient experiences and leveraging those insights to inform the design of tools to support patients’ self-management.

Objectives

The application of an HCD approach to guide the development of a research protocol to inform the design of a digital intervention for RA symptom management within the context of a biotechnology company. Specifically, we aim to describe the steps in the conceptualization process, the purpose of each step, and the corresponding methods and data sources used. We seek to contribute to the body of knowledge regarding the methods for designing mHealth tools to support RA symptom management and medication adherence in the real world.
Methods

We used an HCD approach to develop an intervention to assess RA-related symptoms and support treatment adherence. Signature features of HCD include the use of collaborative, multidisciplinary teams, an iterative design process involving rapid prototyping of solutions, and attention to the contexts in which the solution will be delivered [23]. The HCD approach is characterized by three main phases: (1) understanding, (2) ideation, and (3) implementation. Understanding involves exploring the dimensions, depth, and complexity of the opportunity or problem to be addressed. Ideation consists of generating, developing, and testing ideas or solutions for the identified problem. Finally, implementation involves rapid prototyping of ideas to produce solutions (eg, products and services), which are further refined via a series of subsequent iterations and feasibility assessments, including limited piloting or scaling-up efforts [23,24].

Ethical Considerations

No ethics board review was sought because the institution sponsoring this research (Amgen, Inc.) classified this research as market research. Amgen did not require ethics committee approval for healthcare market research undertaken by professional market researchers on behalf of pharmaceutical or medical device companies where such research is conducted by professional market researchers in accordance with the legal and ethical guidelines such as those issued by the British Healthcare Business Intelligence Association (BHBIA) except where otherwise required by law. Consistent with BHBIA ethics guidelines, the authors acquired informed consent of study participants.

Results

Overview

We applied the HCD framework by mapping the key research objectives to each phase. In addition, we identified the need to add a postimplementation phase as well. The purpose of this postimplementation phase was to inform future improvements to the digital intervention post launch. A summary of the steps of the framework, the purpose of each step, and the methods and data sources used for each phase are presented in Multimedia Appendix 1 and Table 1. Throughout the course of the project, a multidisciplinary team was leveraged to conduct various analyses to support the HCD process. The team consisted of experts in qualitative methods, health services research, design research, and digital health technology. In addition, as part of the iterative HCD process, patients and providers were integrated into the co-design and concept pretest phases.

Table 1. Data sources used to guide development of rheumatoid arthritis (RA) symptom management and treatment adherence intervention conceptualization.

<table>
<thead>
<tr>
<th>Source</th>
<th>Objective</th>
<th>Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health care claims administrative data</td>
<td>To describe the size and characteristics of entire RA biologics nonadherer population</td>
<td>Conduct secondary data analysis of longitudinal patient data on adherence and persistence</td>
</tr>
<tr>
<td>Disease registry or medical chart data</td>
<td>To understand the rationale for nonadherence</td>
<td>Analyze aggregate RA registry data from people with RA who had initiated biologic treatments</td>
</tr>
<tr>
<td>Electronic health record</td>
<td>To characterize the different subtypes of patients based on rationale for drop, switch, or holiday and response rate</td>
<td>Analyze patient-level electronic health records for people with RA taking biologics</td>
</tr>
<tr>
<td>Patient social listening</td>
<td>To understand the underlying drivers of adherence to biologic treatment based on analysis of content of patient conversations with other patients</td>
<td>Scan social media for Patients with RA’ conversations based on a list of keywords</td>
</tr>
<tr>
<td>HCP*-patient conversations and digital ethnography</td>
<td>To understand patient conversations with physicians and underlying drivers of adherence</td>
<td>Analysis of physician-patient with RA conversations (audio and transcripts) with redacted physician-client information</td>
</tr>
<tr>
<td>Call center</td>
<td>To gain insight into questions and concerns that patients have with treatment</td>
<td>Analysis of redacted Biologics: support call center conversations between nurses and patients</td>
</tr>
<tr>
<td>HCP ethnographic research</td>
<td>To gain insight into physician or office needs in helping to set RA treatment expectations and to support adherence</td>
<td>Conduct facility-based in-depth interviews with rheumatologists, including a simulated interaction with an actor-patient incorporating expectation-setting materials</td>
</tr>
<tr>
<td>Patient with RA ethnographic research</td>
<td>To gain insight into Patients with RA’ experiences with using biologics and needs regarding support for adherence</td>
<td>Conduct interviews with patients with RA on biologics treatment, including at-home exercises, quantitative surveys and follow-up telephone in-depth interviews</td>
</tr>
</tbody>
</table>

*A HCP: health care professional.

Phase I: Understanding

The understanding phase in the framework consists of a review and synthesis of a variety of different primary and secondary data sources to define the problem and to identify and frame the unmet needs to be addressed (Multimedia Appendix 1). A range of primary and secondary data sources were identified and analyzed to characterize and explicate the rationale for medication nonadherence behaviors among patients diagnosed with moderate to severe RA who were being treated with a biologic product (Table 1).
We included four types of secondary data sources in the analysis: (1) administrative health care claims, (2) electronic health care records, (3) patient-level chart data, and (4) social media data. Primary data collection involved the use of ethnographic methods to obtain in-depth insights from both HCPs and people with RA.

Findings from this phase were instrumental in informing the problem definition for the intervention to address. Analysis and synthesis were conducted to identify distinct behavioral profiles related to adherence to RA biologic treatment, and criteria of actionability and measurability were used to select the profiles on which to intervene. Specifically, the profiles that were selected were ones in which there were defined behavioral objectives for both patients and providers, identifiable timing parameters for delivering an intervention, an understanding of the barriers to the desired behaviors (eg, cloud of doubt in patients’ minds regarding whether the treatment was working or was continuing to work), and a defined critical turning point after which treatment adherence would be likely to decline (ie, 3-month mark posttreatment initiation).

The findings from this study enabled the research team to formulate a working hypothesis to guide the next steps in formative development.

**Phase II: Ideation**

The ideation phase consisted of three components: (1) a cocreation activity with patients and HCPs, (2) a patient journaling exercise, and (3) a literature review. The purpose of the cocreation activity was to inform the design team regarding patient and HCP needs and expectations during the patient-provider conversation to address barriers to medication adherence. Specific cocreation activities consisted of role plays with a small sample of rheumatologists, nurse practitioners, and patients in the clinic setting. In addition, patient journaling activities were used to gain a deeper understanding of patients’ expectations regarding their treatment, how they managed their weekly routine, and the key differentiating factors between adherent and nonadherent patients. In addition, a literature review was conducted to identify previous e-diary interventions in patients with RA and validated PROMs to determine how (visual analog scales) and when the PROMs should be sent.

This phase resulted in a set of recommendations for an initial concept design. This concept was refined and tested in the implementation phase to address questions related to the understandability of the content and the optimal delivery of the intervention (ie, timing, frequency, and cadence).

**Phase III: Implementation**

The implementation phase consisted of (1) additional formative research to refine the intervention concept and (2) prototype-testing of the selected intervention to assess how to integrate it into patients’ lives and to assess whether the content was understandable and acceptable.

**Formative Research**

The formative proof-of-concept research was conducted on a sample of patients with RA on treatment. The primary goals of the formative study were (1) to understand patient reactions to receiving multiple daily SMS text messages to assess the state of their RA symptoms and (2) to determine whether patients comprehended the content of the SMS text messages and found them to be useful. In total, 10 patients participated in the formative study for up to 4 weeks. The secondary goal was to identify a data structure that would enable the comparison of longitudinal symptom data. Determining the optimal time of day (if any) to prompt for reports of pain, fatigue, and length of morning stiffness would inform design decisions regarding how to capture and visualize the data in the next iteration.

Methods included 12 daily PROM surveys conducted via SMS text messages and weekly 30-minute patient interviews conducted via telephone. Weekly interviews were conducted to elucidate patient comprehension of the data, interpretation and utility of changes in the reported data over time, perceptions of the relationship between changes in reported data and current pain, fatigue, and morning stiffness, and feedback regarding the receipt of messages based on data. In addition, analyses were conducted to identify patterns in patients’ responses to PRO messages.

A protocol was developed to determine the optimal time for delivery of each PRO assessment [25]. The protocol probed for frequency of text messaging for pain assessment (randomly scheduled vs predetermined time points) and the type of pain scale to use (eg, 0-10 scale with 0=no fatigue to 10=totally exhausted). Similar questions were asked regarding the frequency and periodicity of the assessment and the preferred scale for measuring morning stiffness and fatigue.

The outcome of this phase included findings related to patients’ (1) perceptions of the meaningfulness and usefulness of the data; (2) preferences for the timing, frequency, and cadence of the messages; and (3) the need for support in interpreting and responding to the PROs (pain, fatigue, and morning stiffness). The results of the formative phase yielded information regarding both aspects of the intervention prototype design and intervention impact. Table 2 presents examples of the types of findings at the completion of this phase.

On the basis of the learnings, the intervention was revised to reduce the number and timing of PRO assessments, to include the provision of a biweekly symptom report that visualized PRO data over time, and to send motivational and feedback messages to promote sustained patient engagement. The revised intervention then underwent concept testing in a new sample of patients with RA.
Intervention delivery

- Patients’ preferences for the timing, frequency, and cadence of the messages
- Type of support to interpret and respond to the PROMs

Perceived impact

- Patient perceptions of the meaningfulness and usefulness of the data

Example of types of findings

- Ideal number of messages
- Preferences for a message schedule
- Preferred amount of time to respond to PROM\textsuperscript{a}-related messages
- Understanding of different visual representations of their own data
- Key elements to include in the data visualization
- Comprehension and interpretation of how to respond to PROM messages (eg, whether it should be based on the last hour or the moment the message was received)
- Feedback on motivational messages
- Perceived potential impact of the intervention including
  - Awareness of short- and long-term changes in symptom severity
  - Usage of their data to have informed discussions with their rheumatologist regarding their symptoms
  - Perceived usefulness to support medication adherence

\textsuperscript{a}PROM: patient-reported outcome measure.

Prototype Testing

Following the formative phase, 2 working prototypes of the concept were pretested on patients with RA. The first prototype-testing was intended to capture patient feedback with regard to the modified intervention in a sample of biologics-naive patients with RA (prototype test 1). For example, patients provided feedback on the frequency of SMS text message requests to report symptoms and their willingness to engage in a 12-week program. The second prototype test sought to elicit feedback on the presentation of data in the symptoms journals when presented in different layouts in a subset of patients with RA who had completed the initial concept testing (prototype test 2).

Specific objectives of the prototype-testing 1 and 2 were to understand the use of a digital journal to help monitor or manage patients’ disease conditions; learn if participants were able to understand and interpret the data presented (ie, the data visualizations) in 2 different presentation layouts—the original graph views and metaphorical landscape views that reflected a patient’s data (eg, high levels of pain would create steep mountains vs low pain levels would create a green meadow); gauge participants’ opinions on the various elements in the 2 new presentations—data visualizations and the surrounding templates; and appraise the participants’ point of view on system components.

Feedback on the presentation of data in the journal was used to evaluate the best approach to visualize data in a graph format and to learn the merits of a graph versus a metaphorical view of data visualization.

Findings from this phase helped clarify the value proposition of the intervention for patients and the understandability and preferences for data visualizations. Specifically, findings were used to select the visual presentation of the data and guidance on data interpretation (eg, including question scaling) and to inform the final version of the intervention.

Phase IV: Postimplementation Assessment

A postimplementation assessment was conducted to assess patients’ experiences using the intervention in a real-world setting. Specific objectives included understanding how the intervention was being used by both patients using a biologic product to treat RA symptoms and prescribers in clinical practice and how it could be changed to enhance its usefulness to patients. To address these objectives, an SMS text messaging–based survey was delivered to past intervention participants. In addition, interviews were conducted with 20 patients with RA and 10 rheumatologists who participated in the intervention. These surveys included conceptual stimuli to assist participants in thinking aloud and verbalizing their thoughts.

Results from a thematic analysis of the results from this phase of the research were intended to yield information regarding patient use patterns and descriptions of their experiences interacting with both the digital journaling tool and the weekly graphical output. Information was also obtained regarding both HCP and patient perceptions of the benefits of the intervention and their recommendations for its enhancement. Patients were asked to describe how the intervention affected their self-management of symptoms during the periods between HCP visits and how the intervention influenced their communication with their HCPs. These descriptions included the emotional dimension of their care experience (ie, their perceptions of their care and the feelings that the care experience evoked in them) while participating in the intervention.

Discussion

Principal Findings

The field of mHealth intervention research is growing rapidly. Mobile phones are both easily accessible and widely used, and they possess an ever-expanding array of features and technical capabilities [26,27]. Therefore, their use as a platform for health
interventions can only be expected to increase in the coming decades. Currently, research guidelines are calling for a systematic approach to documenting the iterative formative design processes to contribute to the evidence base for effective patient-centered mHealth interventions and to support the effective application of such interventions in real-world settings [18,19].

HCD offers a well-tested approach for addressing this gap and for helping develop an applied framework for use in the biopharmaceutical industry context. The adapted framework emerged from an inductive process derived from the development and pilot testing of a digital-based intervention to support symptom management among patients living with RA. The framework featured four separate phases: (1) understanding the dimensions and complexities of symptom management and treatment nonadherence among patients with RA, (2) intervention concept ideation, (3) iterative prototype development of the intervention and pretesting via piloting, and (4) postimplementation assessment.

Applying an HCD-based approach demands commitment to conducting in-depth formative research and an iterative approach to developing interventions. This is because an HCD approach emphasizes understanding of (1) the context of chronic disease management, which is a critical consideration for developing effective intervention strategies; (2) the acceptability of the proposed intervention to the intended recipients and those involved in its implementation; (3) the demand for and value of the intervention, as determined by piloting the use of selected intervention activities; and (4) the implementation requirements.

In addition, using iterative design cycles, HCD guides ongoing intervention design in response to the circumstances and constraints encountered in real-world application [28].

Our goal in sharing this protocol is to increase the transparency of mHealth design efforts, thus aligning with recent legislative imperatives such as the 21st Century Cures Act [29]. A range of different frameworks are available to guide such efforts, including those that combine both human-centered and sociotechnical design considerations [30].

The importance of leveraging frameworks that consider the complexities of chronic disease management, the variety of stakeholders involved, and practical guidance for developing effective digital health solutions has been acknowledged [30].

Similar to our findings, van Gemert-Pijnen et al [30] emphasize the importance of systematic evaluation incorporating multiple stakeholders to ensure that solutions are user-informed, are fit for context, and add value.

Although such a comprehensive, holistic approach is recommended for use in future real-world applications of this type, the exact framework used is less important than the fact that a framework itself was applied to guide the development process. The application of a framework is critical for enabling a systematic approach to industry contributions to building, testing, and disseminating digital health interventions that help generate evidence regarding effective approaches in real-world settings.

**Limitations**

Arguably, a limitation of the HCD approach is that it excludes the postimplentation experience. To address this, we added a postimplementation assessment phase to our framework. However, our assessment was limited in scope, both in terms of outcomes evaluated and the duration of follow-up. Further work is needed to strengthen the postimplementation assessment phase so that the degree to which the intervention was adopted and sustained over time in the real-world context can be monitored and evaluated.

Another limitation concerns the use of real-world evidence and data analytics; there is a need for further guidance on a systematic approach to identify and evaluate the range of real-world data sources that might be appropriate for use.

**Conclusions**

The application of an HCD approach in a biotechnology industry setting helped inform the development of a research protocol for designing a digital health intervention for patients with moderate to severe RA. The application of this framework provided a structured road map for obtaining comprehensive, actionable insights regarding patients’ daily experiences living with RA, the context of and barriers to symptom management, and treatment adherence from the perspectives of both the patient and HCPs. Collectively, such information helped directly inform the design of the intervention and increased the likelihood that it would prove acceptable, feasible, engaging, and impactful when implemented under real-world circumstances.
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Abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCD</td>
<td>human-centered design</td>
</tr>
<tr>
<td>HCP</td>
<td>health care professional</td>
</tr>
<tr>
<td>mHealth</td>
<td>mobile health</td>
</tr>
<tr>
<td>PRO</td>
<td>patient-reported outcome</td>
</tr>
<tr>
<td>PROM</td>
<td>patient-reported outcome measure</td>
</tr>
<tr>
<td>RA</td>
<td>rheumatoid arthritis</td>
</tr>
</tbody>
</table>
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Abstract

Background: There is a growing demand globally for emergency department (ED) services. An increase in ED visits has resulted in overcrowding and longer waiting times. The triage process plays a crucial role in assessing and stratifying patients’ risks and ensuring that the critically ill promptly receive appropriate priority and emergency treatment. A substantial amount of research has been conducted on the use of machine learning tools to construct triage and risk prediction models; however, the black box nature of these models has limited their clinical application and interpretation.

Objective: In this study, we plan to develop an innovative, dynamic, and interpretable System for Emergency Risk Triage (SERT) for risk stratification in the ED by leveraging large-scale electronic health records (EHRs) and machine learning.

Methods: To achieve this objective, we will conduct a retrospective, single-center study based on a large, longitudinal data set obtained from the EHRs of the largest tertiary hospital in Singapore. Study outcomes include adverse events experienced by patients, such as the need for an intensive care unit and inpatient death. With preidentified candidate variables drawn from expert opinions and relevant literature, we will apply an interpretable machine learning–based AutoScore to develop 3 SERT scores. These 3 scores can be used at different times in the ED, that is, on arrival, during ED stay, and at admission. Furthermore, we will compare our novel SERT scores with established clinical scores and previously described black box machine learning models as baselines. Receiver operating characteristic analysis will be conducted on the testing cohorts for performance evaluation.

Results: The study is currently being conducted. The extracted data indicate approximately 1.8 million ED visits by over 810,000 unique patients. Modelling results are expected to be published in 2022.

Conclusions: The SERT scoring system proposed in this study will be unique and innovative because of its dynamic nature and modelling transparency. If successfully validated, our proposed solution will establish a standard for data processing and modelling by taking advantage of large-scale EHRs and interpretable machine learning tools.

International Registered Report Identifier (IRRID): DERR1-10.2196/34201
Introduction

Background

Across the globe, there is increasing demand for emergency department (ED) services [1,2]. Increased ED visits have resulted in overcrowding and long waiting times [3-5]. Furthermore, adverse patient outcomes have been reported, such as mortality [6], poor patient satisfaction, and high costs [7,8]. As the first layer of emergency care in an ED, triage plays an essential role in assessing and stratifying patients’ risks and ensuring that the critically ill receive appropriate emergency treatment promptly [9].

The triage process is commonly conducted by medical staff based on their own clinical experience, the patients’ symptoms, and basic information obtained from patients during their presentation to the ED. To make this critical step more objective, triage systems have been introduced. Some examples of triage systems include the 5-level Emergency Severity Index [10] in the United States, the Australasian Triage Scale [11] in Australia, and the Patient Acuity Category Scale (PACS) [12] in Singapore. They are simple and easy to use but subjective and static. These scores are based on symptoms, but many critically ill patients may not have apparent symptoms when they arrive at the ED and their conditions deteriorate rapidly during their stay in the hospital. To address this limitation, more dynamic and accurate risk prediction tools are required for better patient monitoring throughout the ED journey [13].

In response to this gap of needs, researchers are interested in developing multivariable predictive models and clinical scores to identify patients in the ED at risk of adverse outcomes such as admission [14,15], death [16], cardiac arrests [17], and intensive care unit (ICU) admission [18]. Models such as these are primarily based on patient information, vital sign instability, changes in laboratory results, and administrative records. However, some parameters may appear similar between high-risk patients and other patients during an ED visit, making the prediction models less accurate.

Additional risk factors such as comorbidities, underlying chronic diseases, past hospitalization history, and other patient-related factors should be considered [19]. Furthermore, nonpatient factors are also integral components of patient care that can impact patient outcomes. Research has identified emergency boarding as a risk factor for mortality [6]. In addition, mortality rates were found to be higher for patients admitted during periods of high ED crowding regardless of their demographic characteristics, comorbidities, or primary diagnosis [20]. Changes in shift and high patient-to-nurse ratios have also been factors of concern [21].

In building predictive models, both traditional statistical methods and machine learning tools have been thoroughly investigated. Logistic regression is the most commonly used tool to construct multivariable prediction models [16,22,23]. In recent years, machine learning and artificial intelligence (AI) have gained popularity as tools for improving model performance. Fernandos et al [24] conducted an in-depth review of the current state of AI-based clinical decision support systems for triage. A recent study in the United States demonstrated the value of machine learning models for admission prediction in near real time [13].

While AI has proven successful in developing triage and prediction models, its solutions are often black box models, limiting model interpretation [25] and clinical adoption [26]. Consequently, efforts have been made to develop sparse predictive models by leveraging machine learning and conventional statistical analysis. Ustun and Rudin [27,28] proposed Supersparse Linear Integer Model–based methods for developing interpretable scoring systems. Xie et al [29] developed the interpretable machine learning–based AutoScore framework and used it to derive the score for emergency risk prediction to estimate the probability of mortality during an inpatient stay [30].

Objective

By leveraging large-scale electronic health records (EHRs) and machine learning, we intend to create an innovative, dynamic, and interpretable System for Emergency Risk Triage (SERT) for risk stratification in the ED. This protocol describes the detailed data collection procedures, data manipulation, and predictive modelling to accomplish our goals. In particular, we will employ the AutoScore framework to construct a dynamic SERT for risk assessment at multiple decision points in the ED. Our solution will also be compared with traditional clinical triage tools and black box machine learning algorithms.

Methods

Study Setting

This is a large-scale, retrospective, single-center study conducted in Singapore. As a city-state in Southeast Asia with an approximately 5.4 million population, Singapore provides affordable health care through partial subsidies and co-payments. The study site, Singapore General Hospital, is Singapore’s largest and oldest tertiary referral hospital, with 1700 inpatient beds and over 30 clinical specialties. Each year, its ED sees more than 120,000 visits and admits 36,000 patients for inpatient care [16,31].

At public hospitals in Singapore, patients visiting EDs are triaged based on their symptoms according to the national PACS [32]. PACS-1 refers to patients who are seriously ill and require immediate medical care, PACS-2 refers to nonambulant patients who do not appear to be at risk of collapse, PACS-3 refers to ambulant patients, and PACS-4 refers to nonemergency cases. An initial triage is often recommended and used to identify patients who are more acutely ill and need immediate attention. As soon as resuscitation is required, the patient is taken directly to the resuscitation area. Otherwise, the patient will be directed...
either to a critical care area or a waiting area, depending on the patient’s condition.

**Study Cohort and Design**

The flowchart of the entire project is shown in Figure 1. In the extracted data set, there are 3 primary identifiers: “ED Case No,” “Admission Case No,” and “Patient ID,” to represent the unique ED visit, the admission case, and the patient, respectively. Figure 2 illustrates how variables are constructed from and linked to these 3 identifiers. By consolidating the selected variables, a master data set will be created. Afterwards, the constructed master data set will be processed with outlier removal and missing value handling. The interpretable machine learning framework will then be implemented, and the models will be evaluated and compared with other baseline approaches, including traditional clinical scores, machine learning, and deep learning.

**Figure 1.** Flowchart of the study design. EHR: electronic health record.

**Figure 2.** Illustration of the data linkage process of raw data tables through 3 primary identifiers. BP: blood pressure; ID: identification; ICD: International Classification of Diseases; ED: emergency department; ICU: intensive care unit; HDU: high dependency unit; SpO2: peripheral oxygen saturation; FiO2: fraction of inspired oxygen.

Singapore Health Services’ Centralized Institutional Review Board approved this study (CIRB Ref: 2021/2122), and a waiver of consent was granted to collect and analyze EHRs.

**Data Source and Extraction**

Study subjects have been drawn from the hospital’s EHRs using the SingHealth-IHiS Electronic Health Intelligence System,
which combines data from multiple clinical, operational, and finance data sources [33]. Before analysis, all data, including the 3 primary identifiers, have been de-identified to ensure that they are sufficiently anonymous. Records of deaths are obtained from the national death registry and are matched to specific patients in our database. Relevant variables are extracted from the beginning of the ED visits until the end of the patient’s journey. Moreover, patients’ medical histories are extracted and matched for each unique patient through “Patient ID.” The extracted data were saved in multiple CSV files for subsequent processing and analysis.

Data Cleaning and Preprocessing

Data extracted from EHRs may contain many erroneous entries, as the EHRs are designed for clinical use and not explicitly modified for research purposes. This results in a lot of noise, missing values, outliers, and duplicate or incorrect records due to system problems or clerical errors. These issues will be addressed in several ways. First, wholly duplicated entries will be removed. Second, if the vital signs or laboratory test results are outside the normal range, they are considered outliers. All outliers are marked as missing values and are handled by appropriate imputation methods (eg, the mean or median value imputation based on the training data set). Third, a descriptive analysis will be conducted to determine whether the overall percentage and number are within a reasonable range.

Variable Construction

Candidate variables have been identified based on expert opinions as well as relevant literature [18,30,34-36]. Moreover, we have sought input from clinicians and informaticians familiar with the raw data to determine which features are feasible to extract and construct from the sources. The general rationale is to include all ED-relevant variables of high quality. Therefore, irrelevant, repeated, or largely missing variables will be excluded. For time-series data (such as laboratory test results and vital signs), the first, last, and average measurements are extracted and constructed for each ED episode. Past health care utilization will be derived per the patient’s medical history.

Table 1 presents a list of high-level constructed variables. These variables are classified into 6 main categories depending on the time frame during which the variables could be collected: past medical history, ED triage, ED disposition, within the first 24 hours of inpatient stay, inpatient discharge, and after inpatient discharge. Variables of patient data include demographics, comorbidities, drug history, presenting vital signs, essential laboratory results, and treatments administered in the ED. There are also nonpatient variables such as ED waiting time from triage to consultation, ED boarding time (from consultation to ED disposition), patient load in the ED (number of other patients registered in the ED at that time), time of the day, and day of the week.

Outcomes

The clinical outcomes in this study include the following adverse events experienced by patients during their inpatient stay:

1. Admission: A hospital admission following an ED visit [37-39]. Each ED attendance is classified as admission or discharge according to the clinical decision made. As a result, patients who left before a decision could be made are excluded rather than considered discharged.
2. Inpatient death: A clinically certified death of a patient admitted to the hospital and who died during the hospitalization.
3. 2/7/30-day mortality: A clinically certified death of an admitted patient that occurred 2/7/30 days after the ED visit regardless of the place of death.
4. ICU transfer: Identified using the hospital’s admission, transfer, and discharge database. Whenever a patient had more than one transfer from ward to ICU, only the data before the first transfer were included.
5. Cardiac arrest: Defined as the loss of a palpable pulse with attempted resuscitation in the ward.
6. Prolonged hospital length of stay: Defined as 21 days or more for the hospital stay.
<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
<th>Source table</th>
<th>High-level variables extracted</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient history</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care utilization summary</td>
<td></td>
<td></td>
<td>Count of ED visits, emergency admissions, surgeries, ICU or HDU transfer in the patient’s history (past 30/90/180/365 days)</td>
</tr>
<tr>
<td>Comorbidities</td>
<td>Diagnosis history</td>
<td></td>
<td>Charlson Comorbidity Index (17 variables; chronic disease), Elixhauser Comorbidity Index (30 variables)</td>
</tr>
<tr>
<td><strong>Information collected at triage station</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td>Age, gender, race, nationality, postal code</td>
</tr>
<tr>
<td>ED-prehospital</td>
<td></td>
<td></td>
<td>Mode of arrival, high priority (chest pain/suspected stroke case), fever or not</td>
</tr>
<tr>
<td>ED-triage information</td>
<td></td>
<td></td>
<td>Triage waiting time, triage class (Patient Acuity Category Scale system), time of the day (midnight or not), day of the week (weekend or not)</td>
</tr>
<tr>
<td>Triage vital signs</td>
<td></td>
<td></td>
<td>Pulse, respiration, SpO$_{2}$, systolic BP, diastolic BP, temperature</td>
</tr>
<tr>
<td><strong>Information collected at ED disposition</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ED vital signs</td>
<td>ED vital signs</td>
<td></td>
<td>Vital measurement frequency and major ED vital readings: pulse, respiration, fraction of inspired oxygen, SpO$_{2}$, systolic BP, diastolic BP, temperature, pain level scale, Glasgow coma scale, alert (extracted from physical notes)</td>
</tr>
<tr>
<td>ED laboratory</td>
<td>ED laboratory</td>
<td></td>
<td>Laboratory measurement frequency and major laboratory test results: potassium, creatinine, sodium, bicarbonate, albumin, creatine kinase-MB (mass), creatine kinase, prothrombin time, N-terminal pro-B-type natriuretic peptide, C-reactive protein</td>
</tr>
<tr>
<td>ED consultation and treatment</td>
<td>ED consultation, ED treatment</td>
<td></td>
<td>Services provider, consultation waiting time, ED location, length of consultation, resuscitation, major emergency surgeries, pre-selected major ordering</td>
</tr>
<tr>
<td>ED allergy</td>
<td>ED allergy</td>
<td></td>
<td>Major allergy types and reasons, severity</td>
</tr>
<tr>
<td>ED disposition and diagnosis</td>
<td>ED disposition, ED diagnosis</td>
<td></td>
<td>Disposition type, major primary diagnosis, secondary diagnosis (eg, trauma)</td>
</tr>
<tr>
<td>Outcomes</td>
<td>ED disposition, ED root table</td>
<td></td>
<td>Admissions, mortality within ED, direct transfer to ICU</td>
</tr>
<tr>
<td><strong>Information collected within the first 24 hours of inpatient stay</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inpatient stay patient flow</td>
<td>Inpatient movement</td>
<td></td>
<td>ICU or HDU admission, ward class, duration of ICU or HDU stay, hospital departments, surgeries</td>
</tr>
<tr>
<td>Inpatient vital</td>
<td>Inpatient vital signs</td>
<td></td>
<td>Pulse, respiration, SpO$_{2}$, systolic BP, diastolic BP, temperature, Glasgow coma scale, height, weight, BMI</td>
</tr>
<tr>
<td>Inpatient laboratory</td>
<td>Inpatient laboratory</td>
<td></td>
<td>Laboratory measurement frequency and major laboratory test results: albumin, potassium, creatinine, sodium, bicarbonate, creatine kinase, creatine kinase-MB (mass), C-reactive protein, prothrombin time, procalcitonin, blood PH, glycated hemoglobin A1c, triglycerides, cholesterol, high-density lipoprotein cholesterol, low-density lipoprotein cholesterol</td>
</tr>
<tr>
<td>Inpatient treatment</td>
<td>Inpatient treatment and order</td>
<td></td>
<td>Major medication prescription and order</td>
</tr>
<tr>
<td><strong>Information collected at discharge</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care utilization summary</td>
<td></td>
<td></td>
<td>Count of ED visits, ED admissions, surgeries, ICU or HDU admissions last year</td>
</tr>
<tr>
<td>Discharge information</td>
<td>Discharge diagnosis</td>
<td></td>
<td>Primary discharge diagnosis, discharge location, length of stay</td>
</tr>
<tr>
<td>Outcomes</td>
<td>Inpatient movement, discharge diagnosis</td>
<td></td>
<td>ICU transfer, inpatient mortality, cardiac arrest, prolonged hospital length of stay</td>
</tr>
<tr>
<td><strong>Information collected after discharge</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcomes</td>
<td>ED root table</td>
<td></td>
<td>2/7/30-day mortality, emergency readmission, ED revisit</td>
</tr>
</tbody>
</table>
Predictive Modelling for Clinical Decision Making

In this study, we will develop and validate a novel interpretable triage system for risk stratification of patients in the ED. Our proposed solution will be compared with baseline risk prediction tools such as traditional clinical scores and black box machine learning models. The extracted data set will be split into training, validation, and testing sets to build and validate the predictive models. The ED visit episodes from January 1, 2008, to December 31, 2018, will be randomly divided into 2 non-overlapping cohorts: a training cohort (80%) and a validation cohort (20%). The ED visits dated in 2019 are assigned to one testing cohort, while those dated in 2020 are assigned to a second testing cohort covering the period of the COVID-19 pandemic [40,41]. Using this sequential testing design, we will be able to test whether the population shift and the COVID-19 pandemic would impact model performance [42]. Further details are presented below.

Proposed Method: Interpretable SERT

SERT consists of 3 scoring algorithms, each tailored to its application at different time points in the ED. On arrival at the triage station, SERT-1 is used to estimate patients’ likelihood of admission (inpatient and ICU) and 2-day mortality. SERT-1 is intended to assess the patient’s immediate urgency based on basic patient information, simple vital measurements, and medical histories readily available during triage. While in the ED, SERT-2 predicts patients’ admission (inpatient and ICU) and 2/7-day mortality using a variety of variables, including laboratory test results, vital signs, ED treatment, diagnosis, and some administrative information. As an extension of the SERT-1 algorithm, SERT-2 incorporates additional variables obtained during ED stay to better predict outcomes. On admission, SERT-3 predicts the likelihood of 7/30-day mortality, ICU transfer, and prolonged length of stay using variables collected in the ED and during the first 24 hours of inpatient stay. In actual clinical implementation, in the case where a patient has incomplete information, SERT will use imputation methods to fill in the missing values before calculating the risk score. In summary, SERT allows for a comprehensive risk assessment and prediction in the ED in a dynamic manner.

The clinical risk-scoring models have been traditionally developed in 2 ways: through expert opinions or consensus and conventional cohort studies. However, both approaches are labor-intensive and are not easy to update over time. Recently, we developed an interpretable machine learning–based automatic clinical score generator, AutoScore, as a practical and universal solution for risk scoring [29]. Using the AutoScore framework, users could seamlessly generate parsimonious risk models (ie, point-based sparse risk scores), thereby supporting automated machine learning solutions in health care [43]. AutoScore comprises 6 modules. In module 1, random forest is used to rank variables in terms of their contribution to modelling. Module 2 categorizes continuous variables to address nonlinearity and facilitate the generation of point-based scores. Module 3 computes scores based on a subset of variables and logistic regression, while module 4 determines the optimal number of variables based on a parsimony plot. Module 5 enables fine-tuning of the cut-off values for categorizing continuous variables for preferable interpretation, and module 6 provides a final performance evaluation. AutoScore is used to develop the 3 SERT scoring algorithms with the candidate variables and the outcomes.

Baseline Methods: Traditional Clinical Scores

Several traditional clinical scores will be calculated for performance comparison with the SERT scores. They are the PACS triage system [32], Modified Early Warning Score [44], National Early Warning Score [45], Rapid Acute Physiology Score [46], Rapid Emergency Medicine Score [47], and Cardiac Arrest Risk Triage [48].

Baseline Methods: Black Box Machine Learning Models

Additionally, several machine learning techniques will be compared as baselines for predictive modelling. Of the many machine learning algorithms, we will apply the following popular ones as examples.

1. Random forest [49]: As the most commonly used tree-based prediction tool, its R package “RandomForest” will be used for model fitting. The parameters will be selected based on recommendations made in previous literature [50,51], where ntree = 100 and mtry is the principal square root of m (ntree number of trees grown; mtry: number of variables randomly sampled as candidates at each split).
2. Least absolute shrinkage and selection operator [52]: As a penalized regression technique, it is another popular method used in clinical modelling. It is a regression-based method that employs a regularization process for variable selection to increase the statistical model’s predictive accuracy and interpretability. In our study, its regularization rate will be optimized through 10-fold cross-validation.
3. Deep learning [53]: As a branch of the machine learning field that uses deep neural networks, deep learning was initially widely adopted for computer vision and image understanding before being used for medical image analysis. More recently, researchers have begun to explore deep learning for EHR analysis [54,55]. We are particularly interested in applying deep learning algorithms for adverse event prediction, drawing on the rich sources of EHR data, as described earlier. Using the PyTorch library, we will construct a long short-term memory network [56]. In addition, a multilayer perceptron [57] will be used in conjunction with long short-term memory to learn nontemporal data.
Model Comparison and Performance Metrics
To evaluate the performance of all predictive models, receiver operating characteristic (ROC) analysis will be conducted on the 2 testing cohorts. An overall measure of predictive performance is represented by the area under the ROC curve. Moreover, we will calculate the measures of diagnostic accuracy, such as sensitivity, specificity, positive predictive value, and negative predictive value. These specific measures are determined by setting thresholds on each ROC curve. To achieve optimal balance between sensitivity and specificity, we will select the cut-off points closest to the plot area’s upper-left corner. The 95% CIs for each model or score will also be reported and compared.

Statistical Analysis
We will perform data analysis using R version 4.0 (R Core Team). When summarizing descriptive results, frequency and percentages are reported for categorical variables, while means and SDs are reported for continuous variables. For categorical variables, the chi-square test or Fisher exact test will be used. For numeric variables, the t test will be applied. Further, univariable and multivariable logistic regressions will be used to identify common risk factors associated with the outcomes.

Results
The raw data have been extracted, and we are currently linking and cleaning the data. In the data extraction process, we included all patients who visited the ED at Singapore General Hospital between January 1, 2008, and December 31, 2020. Patients under the age of 21 years were excluded. If the patients were admitted through the corresponding ED visit, they would be followed throughout their inpatient stay. The data set contains more than 1.8 million ED visit episodes of over 810,000 unique patients. Approximately 650,000 of these ED visits resulted in subsequent hospitalizations. Our findings and modelling results are expected to be published by 2022.

Discussion
This paper presents a protocol designed to leverage large-scale EHRs and advanced machine learning techniques for risk stratification and triage in the ED. Among numerous ED triage and risk prediction scores and tools, our proposed SERT solution is unique and innovative because of its dynamic nature and modelling transparency. This project will build on the success of our previous research on risk modelling with EHRs for patients in the ED [14,16,30].

Significance
The identification of patients’ risk at an early stage allows for better resource allocation. There is particular significance in this point because the instability of vital signs may occur later in the ward, leaving a limited time window for life-saving action or decision making, which can be especially difficult in a busy hospital. Patient groups at high risk should be identified earlier in the ED and, if possible, flagged for more stringent monitoring. Similarly, low-risk patients may require less intensive monitoring and treatment, thereby saving hospital resources.

The SERT system that we propose has the potential to provide a feasible solution. This system allows medical personnel to assess patient risk at multiple decision points based on various clinical and nonclinical factors. In a dynamic way, SERT measures risk sequentially and in a manner that is perfectly suited to actual clinical needs.

Strengths
First, this study uses a large set of EHR data over a 13-year period, which contains comprehensive patient information. As Singapore’s largest hospital, Singapore General Hospital provides medical care to a wide range of patients throughout the country; thus, its EHRs ensure good coverage for a large population. Additionally, the longitudinal data allow us to validate the SERT system using data before and after COVID-19. Thus, we will have the opportunity to evaluate the impact of the global pandemic on triage performance in the ED. The insights gained from system evaluation could be used to examine possible model adaptations in shifted clinical settings.

Second, the SERT triaging system we intend to develop will be transparent and easily understandable. All 3 SERT scores are parsimonious and point-based, as only the most significant variables are considered in their formulation. Their formats follow the same convention as widely used clinical scores such as the National Early Warning Score and Modified Early Warning Score, allowing for easy comprehension and quick adoption. In contrast, black box machine learning models are challenging to comprehend, making them inaccessible to clinicians [25]. Although there are techniques for post hoc model explanation, most machine learning models are not inherently interpretable [25].

Third, this project aims to develop a dynamic system capable of identifying risk strata at different decision points in the ED. During the initial triage process and the patient’s stay in the ED, SERT predicts the likelihood of inpatient and ICU admissions. Whenever variables are altered, the scores can be updated, making the risk assessment dynamic and practical. In addition, SERT can make mortality predictions to assess the likelihood of the worst outcomes for patients who will be hospitalized.

Lastly, the simple form of the scores in SERT permits a variety of implementation schemes. As an example, the actual implementation can be as simple as a mobile app. Users may input relevant information into the app, which will return a risk score at the time of inquiry. The SERT scoring platform can also be easily integrated into existing information technology systems, which requires only simple calculations and therefore little computing power. The application can be designed and implemented in real time, similar to that seen in a recent study in the United States [13].

Limitations and Future Plan
Although the study site is the largest hospital in the country, the SERT system may not apply to international institutions where EDs operate differently. We intend to conduct cross-institutional validation of our system with both local and international partners. In the case that our SERT system is not feasible, the methods we use can easily be adapted to any
context because AutoScore is a generic, universal scoring tool that permits the creation of interpretable clinical scores. In addition, we anticipate a sparse data set with numerous missing values, particularly for comorbidities, medications, and time series records of vitals and laboratory test results. To address the issue of data sparsity, we will examine various data imputation strategies and feature representation techniques.

Our future efforts will include identifying opportunities to conduct a rigorously designed randomized trial to evaluate the system. In the long-term, we hope to expand the evaluation to a multicenter trial involving several countries.

Conclusions
Clinical decision making has widely benefited from the use of machine learning techniques. However, the black box models created by these methods prevent their use in actual clinical practice. Our study aims to address this issue by proposing an innovative SERT scoring system. An interpretable machine learning–based AutoScore framework will be used to create a series of 3 SERT scores that can be used in the medical setting at various decision points throughout the patient’s journey. The SERT system is notable for its dynamic nature and transparency. If validated successfully, it will establish a standard for data processing and modelling by utilizing large-scale EHRs and interpretable machine learning. The proposed system may be well suited to bridge the gap between advanced computation and clinical applications.
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Abstract

Background: Chronic obstructive pulmonary disease (COPD) and lung cancer are both detrimental diseases that present great burdens on society. Years of life lost (YLL), premature years of life lost (PYLL), working years lost (WYL), and productivity loss are all effective measures in identifying economic burden of disease.

Objective: We propose a population-based study to analyze comprehensive provincial cohorts of Saskatchewan residents with COPD, lung cancer, and combined COPD and lung cancer in order to identify the burden these diseases present.

Methods: Saskatchewan residents over the age of 35 years who had COPD, lung cancer, or both, between January 1, 2000, and December 31, 2015, will be identified and used in this study. Data for analysis including age, gender, and date of death, alongside Statistics Canada income estimates, will be used to estimate productivity loss and WYL. Statistics Canada life tables will be used to calculate YLL and PYLL by subtracting the patients’ ages at death by their life expectancies, adjusted using sex and age at death. We will link the Saskatchewan cancer registry with Saskatchewan health administrative databases to create three cohorts: (1) COPD; (2) lung cancer; and (3) COPD and lung cancer. Individuals with lung cancer will be identified using ICDO-T (International Classification of Diseases for Oncology-Topography) codes, and those with COPD will be defined and identified as individuals who had at least 1 visit to a physician with a diagnosis of COPD or 1 hospital separation with a diagnosis of COPD. Those without a valid health care coverage for a consecutive 12 months prior to the first diagnostic code will be excluded from the study. Those with a combined diagnosis of COPD and lung cancer will be identified as individuals who were diagnosed with COPD in the 12 months following their lung cancer diagnosis or anytime preceding their lung cancer diagnosis.

Results: As of April 2021, we have had access to all relevant data for this study, have received funding (January 2020), and have begun the preliminary analysis of our data set.

Conclusions: It is well documented that COPD and lung cancer are both destructive diseases in terms of YLL, PYLL, WYL, and productivity loss; however, no studies have been conducted to analyze a cohort with combined COPD and lung cancer. Understanding the economic burden associated with each of our 3 cohorts is necessary in understanding and thus reducing the societal impact of COPD and lung cancer.
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Introduction

Chronic obstructive pulmonary disease (COPD) and lung cancer both pose great burdens on society in terms of years of life lost (YLL), premature years of life lost (PYLL), absenteeism, and productivity loss. Lung cancer is the leading cause of cancer mortality in Canada [1], and COPD was the third leading cause of death worldwide in 2010 [2]. Both diseases are predominant in older age groups, with the majority of patients receiving diagnosis in their sixties [3,4].

Due to the impact that COPD and lung cancer have on the respiratory system and symptoms, individuals are often greatly affected in their ability to work, and many withdraw from the workforce early due to disability or death [5]. It has been found that lung cancer is a significant contributor to YLL, accounting for nearly as many YLL as colon, breast, and prostate cancers combined [6]. COPD has also been shown to account for 1.8% of all deaths in Poland between 1999 and 2014. In addition, the typical patient with COPD lost roughly 14.5 years of life due to the disease [7]. The authors concluded that since smoking remains the leading cause of COPD, public education on the risks of smoking could have a considerable effect on reducing the burden of COPD in Poland [7]. A study examining mortality trends in Ontarians with COPD from 1996 to 2012 found that PYLL due to COPD decreased over the period, while COPD prevalence increased. The authors posited that the decrease in PYLL due to COPD is likely driven by improvements in both cardiovascular prognosis and COPD management. It also demonstrated that the age-sex standardized mortality rates for lung cancer in the COPD population decreased between 1996 and 2009, although the absolute number of people with COPD dying of lung cancer increased over the same period [8]. Despite the positive trend in YLL over this time period, the authors reported that PYLL for individuals with COPD were nearly 5 times higher than that of the non-COPD population.

Although YLL is a measure of the impact of a disease on death in a population, productivity loss is another important measure of the impact of a disease, reflected in measures such as absenteeism and WYL due to disability or premature death [9-11]. It has been found that, of the total direct and indirect costs associated with COPD, productivity loss accounts for nearly one-third of total associated costs [11]. A study conducted in Spain in 2019 found that lung cancer was responsible for 60,846 WYL and €13.1 billion (US $14.8 billion) in productivity loss between the years 2008 and 2017 [9]. However, the impact of a combined diagnosis of COPD and lung cancer, a common clinical occurrence, on YLL or productivity loss has not been well described. Given factors such as symptom burden and potentially increased comorbidities from shared risk factors, one would intuitively expect the true burden to be even greater. It has been established that COPD is a risk factor for lung cancer, even after controlling for smoking [12]. Additionally, a high proportion of patients with lung cancer have concomitant COPD [13].

Saskatchewan is a Canadian prairie province with a population of 1.098 million, covering 588,000 square kilometers with a population density of 1.9 people per square kilometer [14]. In 2017, smoking prevalence in Saskatchewan was 17.8% compared with 16.9% in 2015 and was above the national average of 15.1% [15]. Among youth, Saskatchewan has roughly double the national smoking rates [15]. Due to a growing and aging population, the number of cases of COPD and lung cancer continues to rise, and as a consequence, both diseases are significant public health concerns. We believe the results from this work would be both interesting and informative to many beyond this geographical area. Identifying the extent of COPD and lung cancer’s economic burden on Saskatchewan is crucial in understanding these diseases and what actions are appropriate in reducing their impact on society [16].

The objective of this study is to investigate the economic burden associated with COPD and lung cancer by estimating YLL, PYLL, WYL and productivity loss among a cohort of COPD and lung cancer patients in Saskatchewan diagnosed between the years 2000 and 2015.

Methods

Database and Data Linkage

We will link the Saskatchewan cancer registry with Saskatchewan health administrative databases to create three cohorts of patients: (1) COPD; (2) lung cancer; and (3) COPD and lung cancer between January 1, 2000, and December 31, 2015. The Saskatchewan cancer registry contains, among other variables, unique health services number, date of birth (year/month), date of diagnosis, date of death, primary cause of death, ICD-O-T (International Classification of Diseases for Oncology-Topography) and ICD-O-M (International Classification of Diseases for Oncology-Morphology) code of the primary tumor, and TNM overall stage. eHealth Saskatchewan is a government agency mandated to manage the information technology needs of the Saskatchewan Health Authority, which is responsible for and is the sole provider of government “single-payer” health care delivery in the province. It collects, combines, stores, and manages the electronic health records of Saskatchewan residents. Via eHealth Saskatchewan, the cancer registry data will be linked with the following Saskatchewan health administrative databases: Person Health Registry System, Discharge Abstracts Databases, and Physician Services Claims File. The Person Health Registry System contains unique health services number (encrypted), year of birth, sex, dates of health insurance coverage, and reason for termination. The Discharge Abstracts Databases contain health services number (encrypted), year and month of birth, date of admission, date of discharge, and discharge diagnosis (International Classification of Diseases 9th Revision [ICD-9]
Outcomes

Death

Date of death will be obtained from 2 sources, the cancer registry for the lung cancer and combined lung cancer and COPD cohorts, and the Saskatchewan personal health registry database for the COPD cohort. These data are updated quarterly from eHealth.

Years of Life Lost

YLL will be calculated for each cohort by subtracting the subject’s age at death from their Saskatchewan age-specific and sex-specific life expectancy in their year of death. Life expectancy will be obtained from published life tables through Statistics Canada [18]. Average YLL will be calculated for all 3 cohorts by dividing YLL by the number of individuals who died in each cohort. YLL and average YLL will be stratified by gender, as well as type and stage of lung cancer.

Premature Life Years Lost

Premature life years lost (PYLL) will be reported for each cohort including only those individuals who died before their expected age-adjusted and sex-adjusted life expectancy at the time of death.

Average PYLL will be calculated for each cohort by dividing total PYLL by the number of individuals in each cohort who died prematurely. These results will be stratified by gender as well as type and stage of lung cancer.

Working Years Lost and Productivity Loss

Working years lost (WYL) will be calculated by subtracting the date of death from the birth date in the expected retirement year. If the value is positive, this is recorded as the WYL. If the value is negative, this is recorded as zero.

Productivity loss will be calculated by multiplying an individual’s WYL, if positive, by their age-adjusted and sex-adjusted income using Saskatchewan-specific income statistics from Statistics Canada [19].

Base Case Model and Scenario Analysis

The base case model will use an expected retirement age of 65 years for both men and women for calculation of WYL. Median income will be used to calculate productivity loss. Scenario analyses will be conducted to explore difference in WYL and productivity loss according to different age at retirement as well as the use of mean income statistics from Statistics Canada. The scenarios to be analyzed are as follows: scenario 1—WYL based on retirement at age 63 years for men and 61 years for women [20]; scenario 2—WYL based on retirement at 55 years of age; and scenario 3—WYL based on retirement at 70 years of age.

Labor Force Participation

To adjust the estimated productivity loss for each cohort because not all individuals are employed in the labor force, we will incorporate age-specific and sex-specific labor force participation rates from Statistics Canada into our outcomes for each cohort (ie, expected WYL and expected productivity loss).
Inflation

We will report all productivity loss estimates in 2018 Canadian dollars. In the case of WYL prior to 2018, age-specific and sex-specific incomes will be obtained directly from Statistics Canada, which are provided in inflation-adjusted 2018 Canadian dollars. In the case of WYL after 2018, income will be inflated based on average age-specific and sex-specific growth rates calculated over the time period of 2000-2018.

Statistical Methods

Productivity Loss Model Structure

In order to identify lost productivity due to premature death, we must assess the affected individuals’ lost incomes. Lost productivity will be measured through 2 specific metrics, which are productivity loss and WYL. We will report averages and totals, as well as the expected values for both metrics. The results will be stratified by gender and stage of lung cancer (for lung cancer and combined groups). In the first and last years of lost income, partial WYL will be calculated.

Formulas

We will calculate working years lost, year at expected retirement, total productivity loss, and expected total productivity loss. The total productivity loss formula will sum income adjusted using sex (s) and age (a) for years between year at death and year at expected retirement, while the expected total productivity loss formula will adjust for sex-specific and age-specific labor force participation rates as well. The formulas we will use are as follows:

\[
\text{Working years lost} = \text{expected retirement age} - \text{age at death};
\]

\[
\text{YAR} = \text{working years lost} + \text{calendar year at death};
\]

Where YAD is years between calendar year at death, YAR is calendar year at expected retirement, and LFPR is labor force participation rates.

Partial Years Correction

The time between date of death and December 31 in the year of death, and the time between January 1 and the individual’s birthday in the expected year of retirement will be calculated as partial years in order to estimate productivity loss more precisely. For example, if someone died on December 1, 2015, the WYL and income attributed to that year would be equal to 30/365 for WYL and (30/365) multiplied by age-adjusted and sex-adjusted 2015 median income for productivity loss in 2015. All years between year at death and year at retirement will be accounted as full WYL.

Ethics Approval

Ethics exemption by the Research Ethics Board was received on May 31, 2017 (Bio 17-153).

Results

As of April 2021, we have gained access to all relevant data for this study, have received funding from the Lung Association of Saskatchewan (January 2020), and have begun preliminary analysis of our data set.

Discussion

Comparison With Prior Work

This study’s aim is to estimate the economic burden, by way of YLL, PYLL, and productivity loss among COPD and lung cancer patients in Saskatchewan using comprehensive government health administrative and cancer registry data. Although prior work estimating indirect costs has been reported for COPD and lung cancer populations [2,9,11], there has not been a comparison between the 2 diseases over the same time period, from the identical general sample population for the extended time period we studied or describing indirect costs in a population of individuals with both diagnoses.

By understanding indirect costs associated with COPD and lung cancer through measures of PYLL, WYL, and productivity loss, these estimates can help inform policy makers, public health professionals, and the public to better understand the burden associated with lung disease experienced outside the health system. These costs are frequently missed or minimized even though they may be substantial to both the individual and the population. Moreover, from a governmental point of view, quantifying the magnitude of the economic impact of these diseases can assist policy makers when deciding on priorities related to health service delivery (eg, expanding access to diagnostic services to enable early detection) and efforts to improve prevention strategies (eg, expanding smoking cessation programs).

According to previous literature, lung cancer and COPD are comparable in terms of average YLL and average PYLL, so we expect to find similar results in those measures [6,7]. Due to an expected larger number of patients diagnosed with COPD compared with lung cancer, the total YLL, total PYLL, and total productivity loss will be highest in the COPD group. The benefit of reporting the aggregate productivity loss as well as YLL for each disease will be to estimate the overall magnitude of economic costs over the study period. If the studies performed by Kim et al [11] and Darba and Marsa [9] are indicators of what to expect from our data, productivity loss due to these diseases could exceed CAD $1 billion (US $788 million). It is unclear what the economic costs associated with the combined COPD and lung cancer group will be relative to either diagnosis alone; however, we hypothesize that mean YLL (as well as PYLL), WYL, and productivity loss may be greater than either diagnosis alone.

Limitations

Despite using sex-adjusted and age-adjusted average and median incomes for Saskatchewan residents from Statistics Canada for the productivity loss estimates in our study, total and average productivity loss will not be based on the individuals’ actual income levels; this is a limitation with our analysis. Another
limitation is that productivity loss in our study does not take into account the time lost due to illness (as opposed to death), nor does it account for time away from work and the associated productivity loss attributed to caregivers. Lastly, life years and premature life years lost will be calculated using age-adjusted and sex-adjusted life tables from Statistics Canada in relation to death from any cause in each of the cohorts; therefore, YLL, and PYLL may not completely be attributed to COPD, lung cancer, or both diagnoses entirely.
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Abstract

Background: Canada’s national parks are world-renowned. However, despite recent attempts to improve access, many are not accessible to people with disabilities. With the advent of provincial and federal legislation, standards are being developed to assist with the design and management of parks.

Objective: The overarching objective of this study is to inform accessibility standards for federal parks that meet the needs of all park visitors, regardless of ability. The specific objectives of this study are to identify park accessibility standards that exist internationally, identify the accessibility challenges that people with disabilities face in park environments, and prioritize and recommend accessibility standards for national parks.

Methods: A 3-phase approach will be used to achieve the study objectives. In the first phase, a scoping review of the existing accessibility standards will be conducted. The second phase will include objective audits of trails and features in 6 parks, 3 in western Canada and 3 in eastern Canada, as well as mobile interviews with 24 diverse participants in each region regarding their experiences of and recommendations for improving the park’s accessibility. In the final phase, a Delphi participatory consensus development process will be used, based on the data gathered in the first 2 phases, to prioritize recommendations for standards.

Results: We expect to find gaps in existing standards that do not account for the diverse range of accessibility requirements that people with disabilities have for visiting parks. We also expect to find that existing standards, on their own, may not be enough to ensure equitable access to all the experiences and amenities that parks have to offer. Development of subsequent standards will be informed by the findings of this study.
guidelines and best practices may be necessary to address complex scenarios for which standards may not be the best approach to ensuring accessibility.

**Conclusions:** The participatory and mixed methods approaches used in this study will provide rich insights for developing accessible park standards that consider the diverse needs of people with disabilities. The findings will also support the development or enhancement of park standards at all levels of government.

**International Registered Report Identifier (IRRID):** DERR1-10.2196/33611

**KEYWORDS**
parks; accessibility; standards; user-oriented research

**Introduction**

**Background**

Outdoor natural parks offer a variety of experiences that result in physical and psychological [1-3] as well as social and health benefits of access to green and blue spaces [3-10]. However, people with disabilities, who represent 22.3% of the population in Canada [11] and 25.7% in the United States [12], are often excluded from these spaces because of accessibility issues [13]. Limited access to outdoor spaces further contributes to the inequities that people with disabilities already face in employment, housing, and health care [14]. In response to challenges in built and natural environments, the Canadian federal government has enacted a legislation called the Accessible Canada Act to remove barriers to participation for people with disabilities [15]. This legislation includes a road map for developing accessibility standards that regulate organizations under federal responsibility, such as national parks. The intent is that these national standards will be adopted at all levels of government so that people with disabilities can expect the same level of service from every park they visit.

Historically, standards have focused on promoting access for people with physical disabilities, often neglecting the needs of people who experience cognitive, sensory, or multiple disabilities [16]. For example, wayfinding is emerging as a critical topic for different disabilities to identify accessible routes for planning purposes and to enable real-time navigation. Specific wayfinding standards also need to consider the dynamic nature of the environment to foster accessibility during trail construction, snowmelt, or massive rainstorms. In these instances, it is important that information about alternate routes consider accessibility requirements. The challenge of developing standards is compounded by the variety of assistive devices used by and capacities of people with diverse disabilities. Currently, some people with disabilities are excluded because the size of their mobility devices exceeds the space provided under existing building codes [17]. The use of hand cycles (3- or 4-wheeled cycles propelled by the arms rather than the legs) in parks will also require standards that mandate wider paths for turning [18]. Further complications arise when designs that meet the needs of one group conflict with the needs of others. For example, tactile paving at crosswalks, which warns those with vision loss that they are entering a street, can be hazardous for manual wheelchair users who may find that it is uncomfortable or causes pain [19] or might precipitate a fall [20]. Therefore, it is important to develop standards that consider and involve people with a wide variety of disabilities in the process.

Carbonneau et al [21] developed a conceptual framework (Figure 1) that promotes inclusive leisure experiences for people with disabilities in their communities. Being present and participating in some aspect or aspects of an activity does not guarantee the quality of the experience [21]. Not only do we need to consider the physical components of access, but we also have to take into consideration the significance of the activity for the participant and the necessity of positive interactions with other participants. Thus, if we wish to inform standards to make parks more inclusive, the experiences and preferences of people with disabilities need to be understood.
Objectives

The overarching purpose of this participatory project is to inform the development of standards to make parks more accessible. The acronym for the project entitled Providing Accessible Recreation Outdoors: User-driven Research on Standards is PARCOURS. This is a French word for trail, that is, un chemin pour aller d'un point à un autre, which emphasizes our project’s bilingual focus on developing standards to improve accessibility in parks across Canada. The specific objectives of this study are as follows: (1) to identify park accessibility standards that exist internationally; (2) to identify the accessibility challenges that people with disabilities face in park environments; and (3) to prioritize and recommend accessibility standards for national parks.

Methods

Overview

The research will be conducted in 3 phases over a 24-month period and in two provinces: British Columbia and Québec. The methods described in this proposal will be the same in both provinces. Advisory committees including individuals with a variety of disabilities have been created in both provinces (one in each province) to ensure the consideration of inputs or concerns of these individuals in the research project through a participatory research approach. These committees include individuals with mobility, visual, and hearing disabilities; intellectual disabilities; autism spectrum disorder; dementia; and Alzheimer disease. The committees will meet 2 to 3 times a year to provide feedback on the ongoing phases of the research project that are presented below. They will help us fine-tune the protocol.

A scoping review of existing standards will be conducted in the first phase. In the second phase, park audits and mobile interviews will be conducted with people who have a wide range of disabilities at 3 parks in each province in the summer and winter. The third phase will use the data collected in the first 2 phases to inform the selection and prioritization of park standards using a Delphi process. A final report will be presented to the granting agency (Accessibility Standards Canada) at the end of the study. The study has received approvals by research ethics boards in both provinces.

Phase 1: Scoping Review

The objective of the scoping review will be to compare and contrast existing international and national standards, along with novel research evidence to inform the development of revised standards. The scoping review will involve five steps: (1) identifying the research question, (2) identifying the key words, (3) identifying relevant standards and guidelines, (4) choosing standards, and (5) charting the data and reporting the results [22]. The question guiding the search for relevant studies will be, “What are the current accessibility standards in terms of outdoor spaces, including parks to allow people with disabilities to enjoy the natural environments?” The scoping review was conducted between June 2020 and February 2021 using Google search and governmental or official park websites. The search keywords will include accessibility terms (eg, access* standard*, disabilit* policy, regulation*, and guidelines), parks and nature (eg, parks, outdoors, natural, urban, trail*, path*, and national), mobility device, and disability types (eg, wheelchair*, scooter*, blind, partial sight, deaf, hard of hearing, cognitive, mental, and developmental). The search will cover international (eg, United States, World, World Health Organization, Europe, France, Switzerland, United Kingdom, England, Australia, and Spain) and Canadian national standards, including provincial guidelines. For feasibility purposes, we will exclude the guidelines and standards from the municipal level. The search will cover international (eg, United States, World, World Health Organization, Europe, France, Switzerland, United Kingdom, England, Australia, and Spain) and Canadian national standards, including provincial guidelines. For feasibility purposes, we will exclude the guidelines and standards from the municipal level. The search will be conducted both in English and French, and some standards in Spanish will also be included, as these 3 languages are spoken by the research team. The data will be extracted and charted based on the features listed on the Parks Canada website and completed with the content of the other standards found. This list of features included paths and trails (eg, sidewalks, walkways, stairs, ramps, lighting, and obstacles), parking and drop-off areas and transit areas, amenities (eg, rest areas, visitor centers, outdoor shelters, point-of-sales, and washrooms), wayfinding and signage, park management (eg, policies, practices, and communications), and summer and winter activities (eg, access to activities, equipment, and installations). This research will provide an overview and
critique of the existing standards on outdoor spaces, along with the possible knowledge gaps on the subject.

Phase 2: Park Audits and Mobile Interviews

In phase 2, physical audits of accessibility will be conducted on-site, and people with disabilities will walk or wheel along a portion of these routes. The outcomes of the audits and participant interviews will be on park trails and features along the trails.

Park Audits

Approximately 10 km of park trails in 3 parks in each province will be audited for their accessibility, including the trails participants will be used in the mobile interviews. This will be used to provide context for the analysis of the conditions faced by participants in the mobile interview. Trail slope, cross slope, width, surface quality (ie, firm, level, and stable), and presence of obstacles and hazards will be measured and mapped using the High Efficiency Trail Assessment Process (HETAP; Beneficial Designs) cart equipped with automated GPS, distance and slope sensors, and a camera. Parks will be chosen to include a variety of settings (ie, mountains, coastlines, and forests) and features (eg, beaches, picnic areas, and camping) found in most national parks. The closest national or subnational parks (ie, provincial and regional) that have a diversity of features will be used to minimize travel for participants. This process will allow us to objectively assess the parks for their specific characteristics and provide a portrait of possible obstacles users can face while visiting parks.

Mobile Interviews

Overview

Mobile interviews will be conducted in three steps: a preinterview survey, a mobile interview, and study-specific interview activities. These mobile interviews were performed in parks with users living with various disabilities to gather more information on the lived experiences of individuals and how, according to their abilities, their park experience is influenced. Mobile interviews allow the identification of unforeseen sociospatial interactions compared with traditional face-to-face interviews [23] and can help people with disabilities think about elements that they would not think of if they were not directly in the environment [24]. Participatory research is a broad method that can be carried out in many ways, depending on the objectives. The mobile interview method used is one way to accomplish our objective. As specified at the beginning of the Methods section, we have advisory committees that include individuals with lived experience and disability organization leaders to guide us through the process. The mobile interview process described in step 2 specifies how we are going to involve individuals in the process.

Step 1 (Preinterview Survey)

Each participant will complete a web-based questionnaire (Qualtrics) that asks about sociodemographic characteristics (eg, age and sex), disability and mobility status (eg, diagnoses and assistive aids used), wayfinding skills, preferences for park settings and activities, and transport mode to parks. A few days before the interview, participants will be contacted to remind them of the interview, review survey responses, and review the assigned park website to evaluate whether or not it provides the information they would need to feel confident about visiting the park.

Step 2 (Mobile Interview)

Interviews will take place in the park assigned to the participant [25-27]. The interviews will be administered by trained researchers. They will assist participants where necessary and ensure health precautions are followed. The mobile interview will take approximately 2 hours along 3 predetermined routes of 500-1300 m in length [26]. Participants will be encouraged to take breaks as needed.

Before starting a route, participants will be given a map of the intended route to help orient them and ask what their expectations are for the route (eg, how far do they think the route is, how hard will it be, and do they think they will enjoy it?). Specific adaptations will be made to the map for individuals with vision loss (ie, describe the map). The map will include the trail that will be used, features along the route, and landmarks that might assist their travel. Researchers will retrieve the map but make it available during the journey when requested. This will be repeated before each route. While traveling through the park, researchers will use a GoPro 8 (GoPro Inc; with GPS device) to film the participants and an additional audio recorder to capture the discussion along the journey. Researchers will follow participants as they travel along the route, redirecting them to the prescribed route if necessary. During this process, researchers will ask structured and semistructured questions about their experiences and take notes of any additional observations they see (eg, the participant appears to be struggling with the terrain and the entire width of the path was covered in mud). The semistructured component of the interview guide (Textbox 1) will focus on participants' experiences related to wayfinding and wayfaring.
### Textbox 1. Semistructured interview questions about wayfinding and wayfaring experiences.

#### Wayfinding questions
- What direction do you think we should go? Why do you think this?
- Can you show on the map where we are and where we are going?
- What cues are you using to make that decision and why?
- What is drawing your eye or attention?

#### Wayfaring questions
- Routes
  - How does this path feel to you?
  - How safe do you feel along this route? Why?
  - How comfortable is this path for you? Why do you feel this way?
  - How do you feel about the overall experience of this path?
  - Are there any changes you would like to see made to this path?
- Features (eg, bench, picnic table, and washroom)
  - What are your thoughts about using this feature?
  - How would you use this feature?
  - Are there any changes you would make to this feature?

Structured questions about the presence or absence of features (eg, public toilet) and their characteristics (eg, accessibility and maintenance) will be asked as concise readable statements (eg, “The path leading to the public toilet is accessible”). This component draws on a park-specific adaptation of the Stakeholders Walkability/Wheelability Audit in Neighbourhood (SWAN) tool, a user-led microscale environmental audit tool that captures both objective and subjective data identifying features that hinder or support mobility and participation of people with mobility disabilities across five domains (ie, functionality, safety, land use features or destinations, maintenance or esthetics, and social aspects) [28]. Pilot testing of the original tool showed good interrater agreement across 90% of the items on the tool [29]. The park-specific adaptation is called the Stakeholders Walkability/Wheelability Audit in Nature (SWAN-Parks) tool. It includes blocks of questions associated with the aforementioned five domains that are tailored to different areas in the park, namely, amenities (eg, washrooms), paths (ie, that connect between different amenities), and trails. These blocks of questions were developed based on extant empirical evidence on accessibility issues in parks for different groups of people with disabilities, as well as pre-existing validated park audit tools, such as the Community Stakeholder Park Audit Tool [30] and Natural Environment Scoring Tool [31]. The semistructured and structured questions are sequenced into a cohesive interview guide and customized against the preidentified interview routes. Research assistants will orient participants (and personal assistants) to the different types of questions being asked during the mobile interview and provide prompts and clarification on an ongoing basis as they move through the mobile interview.

Sighted participants will also be asked to wear glasses that help track their gaze (Tobii Pro Glasses; 50-Hz eye-tracking glasses). These glasses will track their gaze during the journey to understand where they focus their attention during travel, including hazards, enjoyable features, and landmarks.

### Step 3 (Postroute Interview Questions)
At the end of each route, participants will be asked to complete a series of tasks. First, participants will rate the route on a 7-point Likert scale, their perceived physical demand, mental demand, safety, enjoyment, and confidence to find their way independently. Follow-up questions for each scale would be regarding which changes they would recommend, including providing equipment or changes to the environment. Participants will also be asked to recall the route verbally or by drawing the route and all its features onto a route map [32]. The participant will be asked to describe the wayfaring and wayfinding experiences overall and provide additional feedback and recommendations. The final task will be to test objective spatial skills, including orientation and estimation skills necessary to the park environments [33]. Participants will be positioned at a predefined location and asked to point a compass in the direction of the origin of the route to measure orientation skills. At this same location, they will also be asked to estimate the distance and slope to a predefined landmark in the distance (Figure 2) [34,35]. Orientation and estimation skills are essential for reaching destinations and learning routes for future travel [36]. These skills may enhance confidence and encourage greater use of parks [37]. This information may also help parks to identify signage needs, including the type of information needed on those signs (eg, route slopes and distance markers). For winter evaluations, the data collection process will be repeated, changes in accessibility due to seasonality will be noted.
Recruitment
A purposive sample of 48 people (24 at each site) with a broad range of disabilities who use a variety of mobility devices will be eligible to participate in this study. To be included, participants will be at least aged 18 years, able to travel approximately 3 km with rests over a 2- to 3-hour period, and able to communicate directly with researchers (verbally) or indirectly through an assistant or attendant (Table 1 describes the sample distribution according to their individual characteristics).

Participants will be recruited through partners and participants from previous studies and selective advertising, if necessary. As there are 8 disability groups, 24 participants, and only 3 parks, participants will be assigned, where possible, to a park to ensure maximum variation in each park. Each participant will visit 1 of 3 park sites for a walking or wheeling interview during the summer months. Half of those participants (12/24, 50%) will visit the same park site in winter to account for the impacts of seasonal variation on potential accessibility standards. Participants in each province will complete 36 interviews, resulting in 72 separate interviews.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scooter users</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Power wheelchair users</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Manual wheelchair users</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Walker users</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Cane or crutches users</td>
<td>3 (13)</td>
</tr>
<tr>
<td>People with visual impairments (including both white cane users and guide dog users)</td>
<td>3 (13)</td>
</tr>
<tr>
<td>People with hearing impairments</td>
<td>2 (8)</td>
</tr>
<tr>
<td>People with cognitive impairment (eg, dementia, autism, and intellectual disabilities)</td>
<td>4 (17)</td>
</tr>
</tbody>
</table>

Data Analysis
Participant Characteristics
Survey responses from step 1 and objective spatial skills tests from step 2 will be used to summarize the characteristics of the sample. Descriptive analysis will include counts of nominal data, means, and SDs for participant's socioeconomic status, mobility, assistive device use, and wayfinding skills. Results of the spatial skills tests will be reported as absolute error (pointing error in degrees, distance estimation in meters, and slope estimation in percent) and as relative error in percent.

Descriptive Analysis
The descriptive analysis will be carried out as follows:

- Concerning interview results, video and audio from the mobile interview will be transcribed to indicate what was being said or observed and by whom. Each quotation will be coded to reflect the feature or experience being explained (wayfinding or wayfaring) by the participant and any observation made by the researchers. The quotation and its code will be digitized in the geographic information system (GIS) at the location where it occurred. This will be linked to the participant survey responses through their ID as a separate file in the GIS (delimited file without spatial information). The results from the SWAN, the accessibility audit in phase 1, and sketch maps from the interview will also be uploaded into the GIS. They will be used to provide context about the physical environment and participants’ familiarity and recommendations. These layers can then allow for filters to be used during the analysis based on any data collected during the survey. Wayfinding results include feedback from participants during the interview and researcher observations about wayfinding behaviors.

- A summary of the gaze position of participants will be completed by categorizing the amount of time looking at specific items and general gazing locations (eg, do manual wheelchair and walker users spend more time looking down at the ground compared with power wheelchair users or those who are able to see and walk?). Eye gaze data (analyzed with iMotions Eye Tracking Module software) will be added as a layer in the GIS that will be reviewed to
determine if patterns exist between layers (topographical, spatial transcript, sketch maps, video evidence, and researcher observations). These findings will be compared between mobility groups and between environments to determine if there are differences in how individuals with disabilities experience the environment and use landmarks to recall routes.

Global Analyses
The scoping review provides us with an additional layer of information that we can use to compare with the HETAP objective trail data and the subjective information from the mobile interviews. We can compare the subjective and objective layers using the existing standards from the scoping review.

Phase 3: Modified Delphi for the Prioritization and Identification of Standards
The Delphi panel process (participatory consensus developing process) [38,39] will be used to establish consensus and prioritize recommendations for accessibility standards using several national panels that focus on specific park areas (eg, trails and paths, information, and services). Drawing on what we will learn during the systematic review conducted in phase 1, and from the mobile interviews conducted in phase 2, we will then conduct additional individual interviews and focus groups of approximately 40 participants (including people with a wide spectrum of physical, cognitive, and sensory disabilities, as well as accessibility experts). Through a semistructured interview of approximately 1 hour, these experts will be asked to share their opinion on the hierarchy on which accessibility standards should be considered. The standards will be presented, and other participants’ opinions will be shared, and the participants will have to comment. During the second and third rounds of the Delphi, we will use a multimodal and iterative approach to encourage participants to reflect on existing standards and make recommendations for new standards. This process will include up to 100 participants (English- and French-speaking individuals from a range of ages, cultures, ethnicities, and income levels) that can participate with the assistance of a research assistant or independently on the web. Depending on the number of potential standards, these participants may be subdivided so they can review potential standards that are categorized into more manageable subgroups (eg, 3 or 4). From this process, we will create a list of recommended accessibility standards. The use of the Delphi process as it is presented considers the fact that we have 2 sites (French- and English-speaking) that we both want to consider rather than considering 2 separate sites. It also allows us to reach out to a greater number of experts in various fields.

Ethics
The protocol for this study was approved by the Research Ethics Boards at the University of British Columbia (H20-04036), the Centre intégré universitaire de santé et de services sociaux de la Capitale-Nationale (Project 2021-2120), and regional health authorities at each site. All study participants will provide informed consent. Evaluation in parks began in May 2021.

Results
Funding for this study was obtained from the Accessibility Standards, Canada. Results from the study will be reported for all phases including the systematic review, park audits, mobile interviews, and the Delphi process. A variety of spatial transcripts will be developed that show patterns in the data according to personal characteristics, age ranges, gender, or assistive device use or disability. A report of the final recommendations will conclude the results.

Discussion
Principal Findings
The purpose of this protocol is to describe the methodology for informing park accessibility standards. The combination of data gathered on parks and their use by individuals with various disabilities as well as the participatory approaches used to discuss existing standards should allow a better understanding of the conditions and dynamics required to propose positive inclusive leisure experiences in parks.

The data collected will inform future national park accessibility standards. Having a repository of existing standards (phase 1) and evidence supporting them will be beneficial to others who are undertaking the development of similar standards, to other levels of government in Canada, and internationally. It is anticipated that others will adopt this methodology to create user-driven accessibility standards that will have the following characteristics: (1) promote the widespread inclusion of people with disabilities in these spaces; (2) introduce broadly applicable standards (rather than siloed) and promote the widespread inclusion of people with disabilities in these spaces; (3) facilitate access by their families, parents with children, and older adults who may not self-identify as having a disability; (4) make park managers aware of the accessibility information that people with disabilities and their families need to plan trips to parks and enjoy their visits; (5) assist decision-makers in assessing to make improvements to parks and that people with disabilities and their families will use that information to make decisions about their visits; (6) continually be reviewed and assessed to ensure they meet the needs of people with disabilities as technologies and demand evolve; (7) create demand for similar mapping exercises to be undertaken in other parks; (8) identify modifications required for existing standards and new standards that should be developed; and (9) be adopted federally and that they will inform the development of similar standards provincially and municipally.

Limitations
The nature of the challenge addressed in this study introduced some limitations. The sample size was based on having adequate representation of all groups in different settings similar to federal parks but was fairly small. Given that the data will be collected outdoors, we were restricted by the nature of the exercise and requirements of the activity. Taking into consideration the grant funding and the fact that we wanted to offer a generous stipend to the participants, plus the cost of the equipment used, we were also limited in the number of participants we were able to reach.
Moreover, the COVID-19 pandemic forced us to increase researcher and participant safety measures by using parks that were not at the national level because they were closer to the participants’ homes and required less travel. This may result in not assessing every feature or experience that might be expected in a national park. Limitations due to the size of our sample likely mean that not every potential perspective needed to inform standards could be accounted for in a population of such diversity of abilities, assistive device use, and park preferences. Finally, we may be limited in the causal conclusions that may be drawn because the study was not experimental in nature. This may be offset somewhat using multiple methods (eg, systematic review, mobile interview, and the Delphi method), the composition of the research team, and guidance from partners and the advisory committee.

Conclusions
This study will provide valuable insights from people with disabilities for recommending accessibility standards to be used in national parks and beyond. Although standards are not the only part of an effective inclusive park strategy, they are necessary for establishing a common language and set of expectations for accessibility in these spaces. They establish a baseline for park agencies to build on and ensure that the tremendous benefits they provide are available to all.
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In “Assessing the Efficacy of an Individualized Psychological Flexibility Skills Training Intervention App for Medical Student Burnout and Well-being: Protocol for a Randomized Controlled Trial” (JMIR Res Protoc 2022;11(2):e32992) the authors noted two errors.

First, in the originally published article a footnote appeared below Table 1 as follows:

*a N/A: not applicable.

This was deleted in the correction as it did not correspond to any values in Table 1.

Second, in the originally published article, the duration of the trial intervention was reported as 5 weeks. The actual duration of the intervention was 8 weeks.

The value appeared incorrectly in the following 7 instances:

1. Abstract; Methods

Participants in the individualized and nonindividualized intervention arms will have 5 weeks to access the app, which includes a PF concepts training session (stage 1) and access to short PF skill activities on demand (stage 2).

This has been corrected as follows:

Participants in the individualized and nonindividualized intervention arms will have 8 weeks to access the app, which includes a PF concepts training session (stage 1) and access to short PF skill activities on demand (stage 2).

2. Methods; Data Collection Tools and Procedures

Data will be collected at two time points: T1 (baseline) and T2 following the completion of the app-based intervention, commencing 5 weeks after baseline.

This has been corrected as follows:

Data will be collected at two time points: T1 (baseline) and T2 (following the completion of the app-based intervention, commencing 8 weeks after baseline).

3. Methods; Intervention Stages
Participants who are allocated to the individualized and nonindividualized groups will have access to the 2-stage app for 5 weeks.

This has been corrected as follows:

Participants who are allocated to the individualized and nonindividualized groups will have access to the 2-stage app for 8 weeks.

4. Methods section; Intervention Stages

Participants may complete as many activities as they choose, but will be asked to complete at least four stage 2 skill activities during their 5-week period of access to the app.

This has been corrected as follows:

Participants may complete as many activities as they choose, but will be asked to complete at least four stage 2 skill activities during their 8-week period of access to the app.

5. Methods; Study Design; Figure 1

Access stage 2: individualized program (5-week access period)

This has been corrected as follows:

Access stage 2: individualized program (8-week access period)

6. Methods; Study Design; Figure 1

Access stage 2: nonindividualized program (5-week access period)

This has been corrected as follows:

Access stage 2: nonindividualized program (8-week access period)

7. Methods; Study Design; Figure 1

Complete t2 assessments (t=5 weeks)

This has been corrected as follows:

Complete t2 assessments (t=8 weeks)

The corrected version of Figure 1 is included below. The originally published version of Figure 1 is attached as Multimedia Appendix 1.

The correction will appear in the online version of the paper on the JMIR Publications website on March 16, 2022, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
Figure 1. Participant timeline.
Corrigenda and Addenda

Correction: Rehabilitation Needs, Service Provision, and Costs in the First Year Following Traumatic Injuries: Protocol for a Prospective Cohort Study

Helene Lundgaard Soberg1,2*, PhD; Håkon Øgreid Moksnes1,3*, MD; Audny Anke3,4,5, MD, PhD; Olav Røise6,7, MD, PhD; Cecillie Røe1,7, MD, PhD; Eline Aus8, PhD; Unni Sveen1,2, PhD; Christine Gaarder7,9, MD, PhD; Pål Aksel Næs1,2,9, MD, PhD; Eirik Helseth7,10, MD, PhD; Hilde Margrete Dahl7,11, MD, PhD; Frank Becker7,12, MD, PhD; Marianne Løvstad12,13, PhD; Kristian Bortnes5,14, MD, PhD; Christoph Schäfer1,4,5, MD; Mari S Rasmussens1,3, MSc; Paul Perrin15, PhD; Juan Lu16, MD, PhD; Torgeir Hellsstrøm1, MD, PhD; Nada Andelic1,3*, MD, PhD

1Department of Physical Medicine and Rehabilitation, Oslo University Hospital, Oslo, Norway
2Faculty of Health Sciences, Oslo Metropolitan University, Oslo, Norway
3Institute of Health and Society, Research Centre for Habilitation and Rehabilitation Models & Services (CHARM), Faculty of Medicine, University of Oslo, Oslo, Norway
4Department of Rehabilitation, University Hospital of North Norway, Tromsø, Norway
5Faculty of Health Sciences, Department of Clinical Medicine, University of Tromsø, The Arctic University of Norway, Tromsø, Norway
6Division of Orthopaedic Surgery, Oslo University Hospital, Oslo, Norway
7Institute for Clinical Medicine, Faculty of Medicine, University of Oslo, Oslo, Norway
8Department of Health Management and Health Economics, Institute of Health and Society, Faculty of Medicine, University of Oslo, Oslo, Norway
9Department of Traumatology, Oslo University Hospital, Oslo, Norway
10Department of Neurosurgery, Oslo University Hospital, Oslo, Norway
11Department of Child Neurology, Oslo University Hospital, Oslo, Norway
12Sunnaas Rehabilitation Hospital, Nesoddtangen, Norway
13Institute of Health and Society, Faculty of Social Sciences, University of Oslo, Oslo, Norway
14Department of Cardiothoracic and Vascular Surgery, University Hospital of North Norway, Tromsø, Norway
15Departments of Psychology and Physical Medicine and Rehabilitation, Virginia Commonwealth University, Richmond, VA, United States
16Division of Epidemiology, Department of Family Medicine and Population Health, Virginia Commonwealth University, Richmond, VA, United States

*these authors contributed equally

Corresponding Author:
Helene Lundgaard Soberg, PhD
Department of Physical Medicine and Rehabilitation
Oslo University Hospital
PO Box 4956 Nydalen
Oslo, N-0424
Norway
Phone: 47 951009637
Email: h.l.sober@medisin.uio.no

Related Article:
Correction of: https://www.researchprotocols.org/2021/4/e25980/
(JMIR Res Protoc 2022;11(3):e37723) doi:10.2196/37723
Lundgaard Soberg, Mari S Rasmussen, Torgeir Hellstrøm, Nada Andelic. The remaining affiliations have been renumbered as necessary.

2. For Audny Anke, the originally published author affiliation was:

Department of Cardiothoracic and Vascular Surgery, University of North Norway, Tromsø, Norway

This has been corrected to the following:

Faculty of Health Sciences, Department of Clinical Medicine, University of Tromsø, The Arctic University of Norway, Tromsø, Norway

The following new affiliation has also been added for this author:
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Abstract

Background: Health care organizations increasingly depend on business intelligence tools, including “dashboards,” to capture, analyze, and present data on performance metrics. Ideally, dashboards allow users to quickly visualize actionable data to inform and optimize clinical and organizational performance. In reality, dashboards are typically embedded in complex health care organizations with massive data streams and end users with distinct needs. Thus, designing effective dashboards is a challenging task and theoretical underpinnings of health care dashboards are poorly characterized; even the concept of the dashboard remains ill-defined. Researchers, informaticists, clinical managers, and health care administrators will benefit from a clearer understanding of how dashboards have been developed, implemented, and evaluated, and how the design, end user, and context influence their uptake and effectiveness.

Objective: This scoping review first aims to survey the vast published literature of “dashboards” to describe where, why, and for whom they are used in health care settings, as well as how they are developed, implemented, and evaluated. Further, we will examine how dashboard design and content is informed by intended purpose and end users.

Methods: In July 2020, we searched MEDLINE, Embase, Web of Science, and the Cochrane Library for peer-reviewed literature using a targeted strategy developed with a research librarian and retrieved 5188 results. Following deduplication, 3306 studies were screened in duplicate for title and abstract. Any abstracts mentioning a health care dashboard were retrieved in full text and are undergoing duplicate review for eligibility. Articles will be included for data extraction and analysis if they describe the development, implementation, or evaluation of a dashboard that was successfully used in routine workflow. Articles will be excluded if they were published before 2015, the full text is unavailable, they are in a non-English language, or they describe dashboards used for public health tracking, in settings where direct patient care is not provided, or in undergraduate medical education. Any discrepancies in eligibility determination will be adjudicated by a third reviewer. We chose to focus on articles...
published after 2015 and those that describe dashboards that were successfully used in routine practice to identify the most recent and relevant literature to support future dashboard development in the rapidly evolving field of health care informatics.

**Results:** All articles have undergone dual review for title and abstract, with a total of 2019 articles mentioning use of a health care dashboard retrieved in full text for further review. We are currently reviewing all full-text articles in duplicate. We aim to publish findings by mid-2022. Findings will be reported following guidance from the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) checklist.

**Conclusions:** This scoping review will provide stakeholders with an overview of existing dashboard tools, highlighting the ways in which dashboards have been developed, implemented, and evaluated in different settings and for different end user groups, and identify potential research gaps. Findings will guide efforts to design and use dashboards in the health care sector more effectively.

**International Registered Report Identifier (IRRID):** DERR1-10.2196/34894

**KEYWORDS**
dashboard; mHealth; medical informatics; quality improvement; scoping review; health care; Cochrane library; Cochrane; stakeholder; health care sector; digital health; design; end user; development; implementation; evaluation; user need

### Introduction

#### Background

Effectively measuring, monitoring, and responding to metrics about health-related decisions, practices, and outcomes has become an essential business function for modern health care organizations. Nimble health care organizations employ data for all manners of daily operational decision-making, ranging from supply chain management and staff scheduling to individual treatment planning and population health management [1]. For certain key performance metrics, payers have linked reimbursement to value-based payment programs [2] and accrediting bodies have required monitoring and disclosure of performance for accreditation or certification [3], incentivizing organizations to effectively monitor and track their performance against established benchmarks [4]. With the rapid proliferation of electronic health records, there is an abundance of patient- and provider-level data to use for assessing performance [5-7]. At the same time, vast data alone are of little use without systems to derive timely and actionable insights.

Health systems have increasingly adopted business intelligence software to track performance metrics in an automated way [8]. These applications have been defined by Loewen and Roudsari [9] as “specialized tools to collect, analyze, and present organizational data to operational leaders in user-friendly format(s) to support organizational objectives.” One such tool that has seen considerable expansion in health care settings is the “dashboard,” a business intelligence tool that uses data visualization to provide actionable feedback to improve performance, adherence to evidence-based practices, workflow management, and resource utilization [10,11]. Dashboards often display performance trends, peer comparisons, benchmarks, or goals, and use visual elements such as graphs and color-coding to improve interpretability [12].

To create an effective dashboard, developers must make multiple complex decisions. End users’ information needs are highly contextual and depend on the clinical setting, professional roles, and the patient population, which impact selection of appropriate data elements, visualizations, and interactivity [13-15]. Although health care executives may prefer to see graphic performance trends over weeks or months, clinicians working with vulnerable patient groups may require real-time, patient-level health data so they can intervene quickly if needed. Indeed, numerous techniques for developing dashboards and selecting key metrics have been described, including focus groups, iterative usability testing, and a Delphi method [16,17]. More sophisticated dashboards also incorporate forecasting and decision support, which carry their own challenges [18,19]. The range and most common strategies used to address these essential steps in dashboard development are unknown.

Developing effective dashboards tailored to the needs of the intended end user is only the first step in the health care performance improvement cycle. Developers and organizational leadership must also employ implementation strategies to promote uptake and use of the dashboard, such as the identification and involvement of “champions,” ongoing training of end users, and changes in policy that mandate or incentivize dashboard use [20]. As development and maintenance of data-rich business intelligence tools, like dashboards, can be time- and resource-intensive, it is essential that these tools both function effectively and result in measurable improvements. Iterative evaluation of dashboard performance throughout development and implementation and beyond are critical to identify user- and system-level barriers to use as well as potential errors that may only be identified after extended use.

In this scoping review, we will survey peer-reviewed literature to describe the contexts in which dashboards have been used in health care settings, as well as how they were developed, implemented, and evaluated.

#### Aims and Comparison With Prior Work

This scoping review will provide a narrative overview of design elements and characteristics of health care dashboards, including where they exist geographically, the intended end users, information presented, whether/how the end user and setting impact dashboard design, and the processes used for development, implementation, and evaluation. Although previous reviews on health care dashboards have focused on identifying important design features and effectiveness of
dashboards in improving patient outcomes and clinician satisfaction [11,14,15,21,22], an updated review of how dashboard tools are used, and by whom will provide meaningful insight into how intended end user and setting impact the design, development and implementation of the dashboard (ie, the relationship of form and function). This information is essential to provide insights into (1) how and why dashboards work in different settings for different users, to allow relevant stakeholders to make more informed decisions about where to implement, and (2) how to effectively design dashboards based on their intended purpose and target audience. Given the rapidly evolving field of health informatics, the scoping review will also provide insight into the latest trends in dashboards, from initial conception and development through implementation and evaluation. Previous reviews of dashboards have included articles published only as recently as 2017 [11,14,21-23].

Methods

Study Design

The aims of this study can be best accomplished through a scoping review, which differs from a systematic review in that scoping reviews generally have a broader scope and are exploratory, not requiring critical quantitative appraisal of synthesized findings [24,25]. For this study, we will follow the framework for conducting scoping reviews developed by Arksey & O’Malley [26] and further refined by Levac et al [27]. A description of each step is provided below.

Step 1. Identifying the Research Questions

The key research questions, which were established through a process of team discussions and preliminary searches of the literature on health care dashboards, are as follows:

1. What design features are most frequently incorporated in health care dashboards?
2. For what purposes are dashboards developed in health care settings?
3. Where, and by whom, are dashboards used?
4. What processes and/or frameworks are used for development, implementation, and evaluation of dashboards?

Step 2. Identifying Relevant Studies

We searched MEDLINE, Embase, Web of Science, and the Cochrane Library databases in July 2020 for relevant articles using comprehensive search strategies for each database that were developed in collaboration with a research librarian (MLC) and are available in Multimedia Appendix 1. These databases were selected since they represent a broad sample of literature relevant to the health sciences. Search terms included a variety of keywords and medical subject headings (MeSH) related to clinical health care and information technology. Search strategies were developed around the following key terms: “dashboard,” “information technology,” “healthcare,” “electronic health record,” “electronic medical record,” “quality,” “safety,” “key performance indicators,” “decision making,” “decision support,” “benchmark,” and “informatics.” Boolean operators “AND,” “OR,” and “NOT” were used to construct each search, with “NOT” operators used to reduce the number of results related to automotive and learning analytics dashboards. No date, language, or other restrictions were imposed in the database searches. Grey literature sources were not searched.

Step 3. Study Selection

All articles retrieved by the search were imported into and initially reviewed using Covidence [28], a screening and data extraction tool adopted by Cochrane in 2015 as the standard platform for producing Cochrane Reviews. In addition, 2 of 4 authors (DH, ADR, MLC, OJG) independently screened all titles and abstracts to identify potentially eligible studies. All articles that mentioned use of a “dashboard” in a health care setting were reviewed in full text and are currently undergoing duplicate review by 2 of 7 authors (DH, ADR, MLC, OJG, ANK, RG, AR) to determine eligibility, applying the inclusion and exclusion criteria listed in Textbox 1. We excluded articles published prior to 2015 and those describing dashboards that were not successfully used in routine workflow or were only used in a pretesting environment. We believe these exclusions are justified as rapid advancements in technology warrant a focus on newer research that is more likely to be reproducible. Additionally, limiting our analysis to dashboards that were successfully implemented or used outside of a pretesting environment provides a clearer view of existing barriers and facilitators to designing and implementing dashboards in real-world practice. Any disagreements that arise during full-text screening will be resolved through adjudication by a third author. For any studies that are reviewed in full text but not deemed eligible for inclusion in the scoping review, a reason for exclusion will be documented and provided with the results of the scoping review in a PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram.
Textbox 1. Eligibility criteria for full-text review.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Peer-reviewed articles that describe the development, implementation, and/or evaluation of a dashboard used in a health care setting outside of a pretesting environment. Health care settings include clinics, hospitals, health systems, or any other settings where medical care is provided. Both quantitative and qualitative evaluations of dashboards will be included.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Non–English language publication</td>
</tr>
<tr>
<td>• Articles published prior to 2015</td>
</tr>
<tr>
<td>• Articles that describe pretesting of pilot or prototype dashboards that were not successfully implemented or used outside of a testing environment</td>
</tr>
<tr>
<td>• Articles that describe public health dashboards used for geographic tracking of disease or comparing city- or country-level data not used for clinical or management-level decision-making in a health care setting where patient care is provided</td>
</tr>
<tr>
<td>• Articles that describe dashboards used in undergraduate medical education, or in educational contexts where there is no direct association with patients, patient care, or facility management</td>
</tr>
<tr>
<td>• Articles for which the full-text manuscript is unavailable</td>
</tr>
</tbody>
</table>

Step 4. Charting the Data

A preliminary list of data elements for charting is presented in Textbox 2. However, in accordance with recommendations from Levac et al [27], an iterative process will be used to identify additional elements for data extraction and analysis as the study progresses. Using an iterative process improves the quality of the review by allowing reviewers to gain familiarity with included studies and add or revise data extraction elements accordingly. A standardized data extraction form will be developed and reviewed by all authors. The form will be pilot tested by two authors who will independently complete data extraction for a subset of articles to ensure consistency among extractors. Once a high level of agreement is achieved between extractors, the pilot extraction form will be approved, and two authors will independently extract data from each included study. Any disagreements in data extraction will be resolved by discussion between the two authors; if the reviewers are unable to reach consensus, a third author will serve as arbiter.
Textbox 2. Preliminary list of data extraction elements.

**Article information**
- Title
- Author
- Publication year
- Journal
- Study type

**Contextual factors**
- Geographic location of the described dashboard
- Health care setting
- Intended end user(s)

**Primary purpose or goal of the dashboard**
- Reason stated for development or use of dashboard

**Development**
- Software used
- Framework(s) used to guide development or pretesting
- Usability testing conducted
- Involvement of users in development process

**Implementation**
- Adjunct strategies used in conjunction with dashboard (such as academic detailing, audit and feedback, or financial incentivization)
- Identification of potential barriers and facilitators to use of dashboard prior to implementation
- Identification and involvement of champions
- Training of stakeholders or distribution of educational materials on how to use the dashboard
- Protocol or policy changes that mandate use of the dashboard

**Evaluation**
- Type of evaluation (qualitative or quantitative)

**Design features**
- Format (including delivery channel and timing)
  - Frequency of data updates
  - Use of visual elements
  - Delivery channel (eg, website, email, wall display)
- Information content
  - Descriptions of performance summary data (including indicators, time intervals, comparators, and their performance levels)
  - Patient lists (typically patients who have actionable data, such as guideline-discordant care; "yes" or "no")
  - Patient-level data ("yes" or "no")
  - Recommended actions ("yes" or "no")
  - Metrics or evaluation based on benchmarks established by accrediting bodies, health care payer organizations, or national guidelines ("yes" or "no")
- Functionality ("yes" or "no")
  - Multilevel presentation of data
  - Interface customizability
Step 5. Collating, Summarizing, and Reporting the Results

Data extraction will be performed using Microsoft Excel (Microsoft Corp). The data elements for each dashboard identified will be displayed and coded in a spreadsheet, which will be used for analysis, mainly counts. This scoping review will follow the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) checklist [29] for reporting of methods and outcomes.

Results

In July 2020, electronic database searches were completed using the search strategies outlined in Multimedia Appendix 1, and 5188 results were retrieved and imported into Covidence reference management software (version 5.0.96.2; Corporation for Digital Scholarship) for management of records and retrieval of full-text articles prior to upload into Covidence online screening software [28]. After removal of duplicate results in Covidence [28], there were 3306 articles identified for title and abstract screening. A total of 2019 articles were retrieved for full-text review and will be reviewed in duplicate for eligibility. We aim to finish the review and draft the final report by mid-2022. Findings will be summarized in a narrative fashion while employing use of tables and graphs to illustrate key characteristics of dashboards in health care and will be submitted for publication along with the completed PRISMA-ScR reporting checklist.

Discussion

Future Planned Work

Currently, available literature lacks standard, consensus hierarchical descriptions of the different types of health care dashboards in use and their distinct design and implementation processes [15,30]. As the use of dashboards continues to increase, it is important for stakeholders to be able to communicate effectively with the designers and users of these tools. The authors intend to use the findings of this scoping review to inform the development of a taxonomy of the various types of dashboards a health care organization may choose to employ. This taxonomy will identify the relevant design elements that each type of dashboard includes to inform evidence about health care dashboard usability and purpose of use, and stakeholders, including end users. Finally, the review will provide evidence of the extent to which rigorous practices are used in the development, evaluation, and implementation of health care dashboards, each of which ultimately contributes to a dashboard’s success.

The findings of this scoping review will additionally inform the design of a future meta-analysis and meta-synthesis of dashboard evaluations, if possible, in consideration of the heterogeneity of the studies identified in this scoping review.

Limitations

This scoping review methodology has several limitations. First, the search strategy does not include grey literature or conference abstracts since these are expected to provide insufficient detail for the data elements we plan to extract. This may cause some dashboards described in government and committee reports, dissertations, and conference proceedings to be overlooked. However, since the data extracted will mainly be summarized, and since we are not evaluating any causal effects or performing quantitative analyses, which would be more susceptible to publication bias, this will not be a major limitation. Second, because of the inclusion criteria, our findings will be most applicable to dashboards used in settings that provide direct health care; they will be less informative about public health tracking dashboards, including those used to monitor the COVID-19 pandemic and to perform contact tracing [31,32].

Conclusion

Health information technology continues to rapidly change the way health care organizations operate, and dashboards are an increasingly common tool. It is essential that key stakeholders have a clear understanding of what dashboards are, and which features are essential to specific end users for dashboard development. This scoping review will advance the field of health informatics by providing organizational leaders, clinical staff, dashboard developers, and quality improvement researchers with a clear and concise overview of the literature in this field, and by highlighting research gaps.
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Abstract

Background: Digital interventions (DIs) could support physical activity (PA) promotion, according to recent reviews. However, it remains unclear if and how DIs for PA promotion are evaluated; thus, it is unclear if they support behavior change in real-world settings. A mapping of evidence from published reviews is required to focus on the evaluation of DIs for PA promotion.

Objective: The aim of our study is to investigate evaluation strategies for any outcome in the context of DIs for PA promotion by conducting a scoping review of published reviews.

Methods: Our scoping review adheres to the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) guidelines. The information sources include bibliographic databases (MEDLINE, PsycINFO, and CINAHL) and the bibliographies of the selected studies. The electronic search strategy was developed and conducted in collaboration with an experienced database specialist. The electronic search was conducted in English with no limits up to March 19, 2021, for sources with the terms digital intervention AND evaluation AND physical activity in titles or abstracts. After deduplication, 300 reviews selected from 4912 search results were assessed for eligibility by 2 authors working independently. The inclusion criteria were (1) healthy or clinical samples (population), (2) DIs for PA promotion (intervention), (3) comparisons to any other intervention or no intervention (comparison), (4) evaluation strategies (methods, results, or frameworks) for any outcome in the context of DIs for PA promotion (outcome), and (5) any published review (study type). According to the consensus reached during a discussion, 40 reviews met the inclusion criteria—36 from the electronic search and 4 from the manual search of the bibliographies of the 36 reviews. All reviews reported the evaluation strategies for any outcomes in the context of DIs for PA promotion in healthy or clinical samples. Data coding and the quality appraisal of systematic reviews are currently being performed independently by 2 authors.

Results: Our scoping review includes data from 40 published reviews (1 rapid review, 9 scoping reviews, and 30 systematic reviews). The focus of data coding is on evaluation strategies in the context of DIs for PA promotion and on the critical appraisal of the included systematic reviews. The final consensus regarding all data is expected in early 2022.

Conclusions: Interventions for PA promotion that are supported by digital technologies require evaluation to ensure their efficacy in real-world settings. Our scoping review is needed because it addresses novel objectives that focus on such evaluations and are not answered in the published reviews identified in our search. The evaluation strategies addressing DIs for PA promotion will be mapped to synthesize the results that have been reported in published reviews so far.

International Registered Report Identifier (IRRID): DERR1-10.2196/35332

(JMIR Res Protoc 2022;11(3):e35332) doi:10.2196/35332
KEYWORDS
evaluation; digital intervention; physical activity promotion; scoping review; digital health

Introduction

The field of digital public health is rapidly developing [1]. Digitization is likely to have a major impact on therapy in the future, and it already increasingly contributes to prevention and health promotion [2]. Interventions supported by modern technologies (ie, digital interventions [DIs]) are enormously popular in the context of healthy lifestyle and behavior change, including physical activity (PA) promotion [3,4]. A number of challenges exist in this rapidly developing field, including the gap between clinical or preventive interests and commercial interests [5], the ethics of data storage and usage [6], and development issues (theoretical and evidence-based foundations of new DIs) [7].

One key question in this new field of research is if DIs truly work in any health context. In light of the long history of evidence-based medicine with guidelines on how to assess the effectiveness of nondigital health interventions, comprehensive guidelines on the systematic evaluation of DIs are still scarce. Evaluation is also important for justifying and informing policy, program, and funding decisions. Although initial evaluation criteria and frameworks have been proposed for DIs, this preliminary work lacks guidance as to when and to which degree these criteria should be applied [8-10]. For example, as already pointed out in 2015 [11], it remains unclear if and how DIs for PA promotion are evaluated. Evaluation in this context is essential for understanding if DIs support behavior change in real-world settings, so that the sustainable, effective, and efficient use of DIs can be achieved [12,13]. However, real-world DIs are complex and difficult to evaluate. Among others, the challenges of evaluating DIs include contextual factors, such as settings, target populations, intervention functions, or intended outcomes; as well as organizational, political, or resourcing factors. Some of the practical challenges in conducting evaluations include using appropriate evaluation methods and tools, understanding what counts as evidence, and understanding how such evidence is applied and interpreted [14-16]. Therefore, a review of the literature is required to focus on evaluation methods in the context of DIs for PA promotion.

According to a PubMed search, 155 reviews with the terms digital AND physical activity have already been published up to November 17, 2021 (including 55 reviews in 2021 alone). Due to the high number of potentially relevant reviews that have already been published on this topic, the mapping of existing evidence is required to investigate if and how the evaluation of DIs for PA promotion was addressed in such publications. Mapping is important for identifying any evidence gaps that could be addressed in future reviews of primary studies.

The aim of this study is to investigate evaluation strategies for any outcome in the context of DIs for PA promotion by conducting a scoping review of published reviews. The three main objectives of this scoping review address the evaluation target, methods, and theoretical frameworks (Figure 1).

Figure 1. Objectives of this scoping review. DI: digital intervention; PA: physical activity.

Methods

Study Design

Our study uses a scoping review design. The study adheres to the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) guidelines [17]. The PRISMA-ScR checklist will be reported in an appendix once the scoping review is complete.

Protocol and Registration

The study was registered at the Center for Open Science [18] and was planned to include the following two parts: (1) an overview (review) of reviews and (2) a scoping review of primary studies. This protocol addresses only part 1 of the planned study. The need for part 2 will be established once the results of part 1 are available. In contrast to our registration [18], the study will be performed as a scoping review of reviews due to the availability of appropriate guidance (PRISMA-ScR [17]). Furthermore, our study has a broader focus on evaluation methods relative to that of overviews of reviews that typically address specific outcomes of interventions in the health context. The electronic literature search was conducted on March 19, 2021, prior to study registration on May 3, 2021 [18]. The results were screened by 1 author for the presence of other overviews or scoping reviews addressing the same aims as those planned in our study. This step was necessary to prevent any research waste. According to meta-research [19-21], many reviews of interventions in the health context are redundant because they
either address the same aims as those addressed by other existing reviews or cite the same primary studies. This problem is so extensive that some reviews do not include any unique primary studies that are not cited in other reviews, and there are as many reviews as or even more reviews than there are primary studies in some fields [19-21]. The procedure of checking if a new review is required prior to study registration may be especially necessary in rapidly developing fields, such as digitally supported interventions, or when addressing commonly investigated outcomes, such as PA promotion.

### Eligibility Criteria

The eligibility criteria for our scoping review are based on the Population, Intervention, Comparison, Outcome, and Study Type (PICOS) criteria (Textbox 1). Our review has a methods focus and thus targets any outcome.

**Textbox 1. Eligibility criteria for the scoping review.**

#### Inclusion criteria

1. Population: human samples of any age (children or adults) and health status (healthy or clinical)
2. Intervention: digital interventions for physical activity promotion as a primary outcome
3. Comparison: comparisons to any other intervention or no intervention
4. Outcome: evaluation of a digital intervention that is planned or performed by using any method for any target
5. Study type: any review (systematic, scoping, rapid, narrative, overview, or other)
6. Publication status: published in a peer-reviewed journal
7. Publication language: English or German
8. Access to the full texts of studies selected for data coding

#### Exclusion criteria

1. Nonhuman studies
2. Digital interventions for physical activity promotion are not applied or are not the primary intervention (included as a control to or part of another intervention)
3. Evaluation of digital interventions is not addressed (not planned or not performed)
4. Other study type: primary study, comment, correction, letter, editorial, or protocol
6. Language other than English or German
7. No access to the full texts of studies selected for data coding

### Information Sources

The information sources for the scoping review include bibliographic databases (MEDLINE, PsycINFO, and CINAHL) as well as the bibliographies of the selected studies. These databases were chosen because they delivered the most relevant studies in our other searches for DIs in the context of public health.

### Search

The electronic search strategy was developed iteratively by the team in consultation with a professional librarian. The search terms and corresponding MeSH (Medical Subject Headings) terms were derived to address the following three main search topics: (1) DIs (with a mobile app), (2) evaluation, and (3) PA. The full search strategy will be reported in an appendix once the scoping review is complete. A summary of the electronic search and its outcomes is shown in Table 1. In addition, the bibliographies of the included studies were manually screened for additional relevant sources.

**Table 1. Summary of the electronic search strategy**

<table>
<thead>
<tr>
<th>Databases (time frame)</th>
<th>Search strategy summary (search terms)</th>
<th>Studies (N=8272), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE through Ovid (from inception through to March 19, 2021)</td>
<td>Title OR abstract (mobile application AND evaluation AND physical activity)</td>
<td>4776</td>
</tr>
<tr>
<td>PsycINFO through Ovid (from inception through to March 19, 2021)</td>
<td>Title OR abstract (mobile application AND evaluation AND physical activity)</td>
<td>1157</td>
</tr>
<tr>
<td>CINAHL through EBSCO (from inception through to March 19, 2021)</td>
<td>Title OR abstract (mobile application AND evaluation AND physical activity)</td>
<td>2339</td>
</tr>
</tbody>
</table>

*aThe electronic search was conducted in English with no limits by a team assistant on March 19, 2021.
Selection of Sources of Evidence

The electronic search results (8272 studies) were stored in EndNote X9 (Clarivate). Following the removal of duplicates in EndNote, 4912 remaining studies were divided into 2 groups (reviews or nonreviews) by using the smart groups function in EndNote. All identified reviews (300/4912, 6.11%) were exported into a new EndNote library and divided into the following five groups, depending on review type, by using the smart groups function: (1) overview of reviews, (2) rapid review, (3) scoping review, (4) narrative review, and (5) systematic review.

Study selection was conducted in 3 steps. First, 2 authors independently screened all titles and abstracts in each smart group for inclusion and reached consensus during a discussion. Second, 2 authors independently screened the studies selected for the full-text inspection and reached consensus during a discussion. Third, once the final study selection from the electronic search was completed, 2 authors manually screened the bibliographies of the included studies for additional relevant sources and reached consensus during a discussion. The outcomes of the study selection are summarized in Table 2 and Figure 2. The complete list of included and excluded studies will be reported in an appendix once the scoping review is complete.

Table 2. Summary of study selection.

<table>
<thead>
<tr>
<th>Review typea</th>
<th>Studies, n</th>
<th>Exclusionb</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reviews from electronic search (n=300)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Overview</strong></td>
<td>3</td>
<td>N/Ac</td>
</tr>
<tr>
<td>Excluded based on title or abstract</td>
<td>3</td>
<td>Exclusion criterion 2</td>
</tr>
<tr>
<td>Excluded based on full text</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>Included</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Rapid review</strong></td>
<td>4</td>
<td>N/A</td>
</tr>
<tr>
<td>Excluded based on title or abstract</td>
<td>3</td>
<td>Exclusion criterion 2</td>
</tr>
<tr>
<td>Excluded based on full text</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>Included</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Scoping review</strong></td>
<td>21</td>
<td>N/A</td>
</tr>
<tr>
<td>Excluded based on title or abstract</td>
<td>1</td>
<td>Exclusion criterion 1</td>
</tr>
<tr>
<td>Excluded based on title or abstract</td>
<td>10</td>
<td>Exclusion criterion 2</td>
</tr>
<tr>
<td>Excluded based on full text</td>
<td>1</td>
<td>Exclusion criterion 2</td>
</tr>
<tr>
<td>Included</td>
<td>9</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Narrative review</strong></td>
<td>51</td>
<td>N/A</td>
</tr>
<tr>
<td>Excluded based on title or abstract</td>
<td>45</td>
<td>Exclusion criterion 2</td>
</tr>
<tr>
<td>Excluded based on full text</td>
<td>6</td>
<td>Exclusion criterion 2</td>
</tr>
<tr>
<td>Included</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Systematic review</strong></td>
<td>221</td>
<td>N/A</td>
</tr>
<tr>
<td>Excluded based on title or abstract</td>
<td>177</td>
<td>Exclusion criterion 2</td>
</tr>
<tr>
<td>Excluded based on full text</td>
<td>17</td>
<td>Exclusion criterion 2</td>
</tr>
<tr>
<td>Excluded based on full text</td>
<td>1</td>
<td>Exclusion criterion 5</td>
</tr>
<tr>
<td>Included</td>
<td>26</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Reviews from manual search (n=4)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Systematic review</strong></td>
<td>4</td>
<td>N/A</td>
</tr>
<tr>
<td>Included from the manual search of the bibliographies of all included reviews</td>
<td>4</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aReview type was established based on the information in titles or abstracts. A total of 40 reviews were included from the electronic and manual searches.

bExclusion criteria are shown in Textbox 1.

cN/A: not applicable.
Data Charting

A form for coding and capturing all data was self-developed in Microsoft Excel and calibrated within the team. Two authors will code all data independently and reach consensus during a discussion. Data coding is currently in progress.

Data Items

Data items that will be coded in the scoping review are reported in Textbox 2. These items were chosen to address the objectives of the scoping review (Figure 1). All data will be reported in an appendix once the scoping review is complete.

In addition to the definitions provided in Textbox 2, the following operationalization definitions were used to improve the reliability and validity of study selection and data coding in the scoping review:

1. A healthy population was defined as samples without acute or chronic illnesses, but this could include samples at risk for various clinical illnesses.

2. Digital intervention was defined as an intervention delivered or supported by digital tools. Digital tools were defined as any digitally supported technologies for automated and continuous self-monitoring and feedback. This includes smartphone apps, activity trackers, and web-based software but excludes digital tools, such as pedometers and accelerometers, that do not offer tracked measures or feedback over time [22]. Pedometers or accelerometers were included as part of DIs or with other digital tools in the minority of primary studies in some reviews. Reviews were excluded if all or the majority of their primary studies used only pedometers or accelerometers.

3. PA promotion was defined as any primary outcome focusing on PA promotion. Reviews were excluded if PA promotion was assessed as part of a healthy lifestyle or as a secondary outcome for the management of weight, blood sugar, or sports injuries; for balance and mobility training following surgeries; or for such training in the management of neurological disorders.
Textbox 2. Data items in this scoping review.

<table>
<thead>
<tr>
<th>Bibliographic information</th>
</tr>
</thead>
<tbody>
<tr>
<td>• First author</td>
</tr>
<tr>
<td>• Year of publication</td>
</tr>
<tr>
<td>• Region of corresponding author (continent)</td>
</tr>
<tr>
<td>• Study title</td>
</tr>
<tr>
<td>• Study aim according to study authors</td>
</tr>
<tr>
<td>• Funding sources and conflicts of interest according to study authors</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Population by health status (healthy individuals or individuals with clinical diagnoses)</td>
</tr>
<tr>
<td>• Population by diagnosis (none or diagnosis name)</td>
</tr>
<tr>
<td>• Population by diagnosis type (none, any, mental, neurological, or somatic)</td>
</tr>
<tr>
<td>• Population by age (any age; minors aged up to 18 years; or adults aged 18 years or older, including specific subgroups [eg, older adults])</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Any digital intervention</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Comparison (any, independent control group with another intervention, or baseline in pre-post studies without control groups)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Any outcome in the context of physical activity promotion</td>
</tr>
<tr>
<td>• Outcome focus (general fitness, mobility, or other)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Study (review) type</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Review type (rapid, scoping, or systematic)</td>
</tr>
<tr>
<td>• Primary studies in review (number)</td>
</tr>
<tr>
<td>• Published primary studies in review (number)</td>
</tr>
<tr>
<td>• Unique published studies that do not overlap with primary studies in other reviews (number)</td>
</tr>
<tr>
<td>• Primary study design in review (only randomized controlled trials [RCTs] or any designs, including RCTs and non-RCTs)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Evaluation target (user outcomes [eg, efficacy, usability, acceptability, or tool performance or validation])</td>
</tr>
<tr>
<td>• Evaluation method (objective automated data from the tools, scales, or tests or the validation of tool data vs another method)</td>
</tr>
<tr>
<td>• Theory framework type (not reported or framework name)</td>
</tr>
<tr>
<td>• Theory framework description according to study authors (eg, frameworks used in tool development)</td>
</tr>
<tr>
<td>• Requirements for the efficacy of digital interventions according to study authors (eg, engagement with the tool)</td>
</tr>
<tr>
<td>• Evidence gaps according to study authors (recommendations for future research, limitations, and conclusions)</td>
</tr>
</tbody>
</table>

Critical Appraisal of Individual Sources of Evidence

The critical appraisal will be conducted only for the systematic reviews by using a tool that was specifically developed for such reviews (A Measurement Tool to Assess Systematic Reviews, Version 2 [AMSTAR2]) [23]. AMSTAR2 has acceptable psychometric properties and is an appropriate tool for appraising systematic reviews of interventions in the health context [23,24]. The tool includes 16 items that need to be rated to derive the overall confidence rating for the results of a systematic review (critically low, low, moderate, or high) [23]. All 16 items will be rated according to the AMSTAR2 scoring guidelines [23]. The overall confidence rating will be derived for each systematic review based on a combination of scores for 7 critical items and 9 noncritical items, in accordance with the AMSTAR2 guidelines [23]. In general, critically low ratings are assigned if at least 2 critical items are not fulfilled (rated as “no”) on AMSTAR2.

A form for appraising systematic reviews with AMSTAR2 was self-developed in Microsoft Excel. Two authors will appraise...
all systematic reviews independently and reach consensus during a discussion. The appraisals will be performed in 2 phases by both authors.

During phase 1, the systematic reviews with critically low confidence ratings will be identified. This will be done by using 2 AMSTAR2 items (item 2: presence of a review protocol; item 7: presence of a list of excluded studies). Systematic reviews that do not fulfill both of these items will receive critically low confidence ratings. These two items address the most common limitations in systematic reviews of interventions in the health context [20], and they were selected according to a fast and frugal decision tree for the critical appraisal of systematic reviews [25].

During phase 2, the systematic reviews that fulfilled at least 1 of the 2 items in phase 1 (item 2 or 7) will be rated by using all 16 AMSTAR2 items. This will be done to identify further systematic reviews with critically low confidence ratings and other reviews with low, moderate, or high confidence ratings.

Once consensus is reached, the final overall confidence ratings for each systematic review derived from AMSTAR2 will be reported in an appendix. The appraisal procedure is currently in progress.

In addition to deriving the overall confidence ratings, the AMSTAR2 scores will be used for 2 meta-research studies. Both studies will be performed because the overall confidence ratings on AMSTAR2 alone poorly discriminate among systematic reviews of various interventions in the health context [20].

The first meta-research study will be performed in addition to our original registration [18]. This study will address the following two aims: (1) to identify common strengths and weaknesses in systematic reviews of DIs for PA promotion and (2) to assess the stability of the overall confidence ratings. To investigate both aims, all systematic reviews appraised with the two AMSTAR2 items in phase 1 will be appraised with all 16 AMSTAR2 items. Two authors will appraise all systematic reviews independently and reach consensus during a discussion. To address aim 1, the scores on the individual AMSTAR2 items for each of the 30 systematic reviews will be presented on a bar graph to visualize the strengths (fulfilled items rated as “yes” or “partial yes”) and the weaknesses (not fulfilled items rated as “no”) in each review. To address aim 2, the outcomes of appraisals involving 2 AMSTAR2 items and those involving 16 AMSTAR2 items will be compared descriptively according to the overall rating correctness and the total appraisal time.

Furthermore, the “yes” or “yes + partial yes” ratings will be expressed as percentage scores out of all 16 ratings assigned to each systematic review in accordance with methods described elsewhere [26]. Such percentage scores for “yes” or “yes + partial yes” ratings will be compared between 2 groups of systematic reviews, which will be based on the reviews’ overall confidence ratings (critically low and low vs moderate and high). The comparisons will be computed in IBM-SPSS 24 (IBM Corporation) and reported as odds ratios with 95% CIs for the nominal variables or as mean difference scores with 95% CIs for the continuous variables. Finally, the overall confidence ratings derived from different combinations of critical items will be descriptively compared.

The second meta-research study will be performed in accordance with the plan in our original registration [18]. The aim of the second meta-research study is to compare the outcomes of AMSTAR2 appraisals by using the original scoring guidelines [23] and the revised scoring guidelines proposed by us. Two authors will appraise the same systematic reviews independently; one will use the original scoring guidelines, and one will use the revised scoring guidelines. The overall confidence ratings will be graphically summarized and descriptively compared. This will be done to identify the sources of similarities and discrepancies between the outcomes of both scoring methods and to test the usefulness of the revised scoring guidelines for appraising systematic reviews.

Synthesis of Results

Studies will be grouped according to their designs. The coded data will be synthesized either by using descriptive statistics (relative frequencies) or narratively within each group. If applicable, evidence maps [27] will be used to visualize the results according to the three objectives of the scoping review (Figure 1). The overall confidence ratings for all systematic reviews will be graphically synthesized by using a bar graph to visualize the outcomes of the critical appraisal.

Results

Included Studies

Our electronic search identified 6.11% (300/4912) studies designated as reviews of any type in titles or abstracts. Of the 300 reviews, 36 (12%) met the inclusion criteria (Textbox 1) for the scoping review. An additional 4 reviews were selected following a manual search of the bibliographies of the 36 included reviews. Thus, 40 reviews were included in the scoping review (Figure 2). Of the 40 reviews, 1 (2.5%) was a rapid review, 9 (22.5%) were scoping reviews, and 30 (75%) were systematic reviews (Table 2).

Further Results

Data coding and the critical appraisal of systematic reviews are currently in progress and are expected to be completed in early 2022.

Discussion

Principal Results

Our electronic search revealed that 300 reviews indexed in 3 bibliographic databases have already been published on interventions supported by digital technologies and designed for PA. Thus, to prevent research waste resulting from the contribution of another review of primary studies, our scoping review will synthesize the findings of such published reviews. Among the 300 reviews, we identified 40 reviews that specifically focused on evaluation strategies in the context of DIs for PA promotion (36 from the electronic search and 4 from the manual search of the bibliographies of the 36 included reviews). According to our preliminary findings, our scoping
review is needed because it addresses novel objectives that focus on evaluation strategies in the context of DIs for PA promotion.

**Interest in DIs for PA Promotion**

The large number of reviews on digitization and PA highlights 2 important issues so far. First, the academic field of DIs for the core aspects of public health (prevention and health promotion) is rapidly developing [1]. This development is probably related to the general technological progress [4] and economic interest in the digitization of health [5]. However, the digitization of health is also associated with various challenges, such as access to digital tools, digital health competence, and ethical issues related to data storage and usage [28]. Interestingly, although digital technologies for PA are enormously popular [3], it remains unclear if they work (ie, if they promote PA). Second, there is a need to carefully inspect the published literature on digitization and PA promotion before conducting a new review that may be redundant and may contribute to research waste. Our scoping review of other reviews will help to identify evidence gaps and possible research questions that have not been addressed in the academic literature so far. Such evidence gaps will be used to determine if a new scoping review or systematic review of primary studies is required in this rapidly developing field.

**Limitations**

Although the data coding and appraisal are still ongoing, 3 main limitations have already been identified in the scoping review. First, the development of the search strategy was difficult due to the heterogeneous terminology used in the field of DIs. Professional assistance with the development of the search syntax for bibliographic databases was an essential requirement for determining the validity of our search. Our search syntax was calibrated and extensively pretested, and the search was conducted under the supervision of an experienced librarian who specialized in bibliographic databases. Although a large number of relevant sources suggests that the search was valid, we acknowledge that additional search terms could have been used to identify further sources. Second, we searched only 3 electronic databases (MEDLINE, PsycINFO, and CINAHL). The pilot searches for reviews on DIs for PA promotion in the Cochrane Library and Scopus did not identify any additional relevant reviews. However, it cannot be ruled out that additional sources are available on other international databases. Third, the careful operationalization of definitions is required for study selection and data coding because this research field is young and is evolving. Thus, the definitions of some PICOS criteria (Textbox 1) had to be expanded to improve the reliability and validity of the study selection and data coding processes that were conducted after the pilot assessment of scoping reviews. Finally, the data sources for our scoping review (other published reviews) may not necessarily focus on the evaluation of DIs for PA promotion. Although this cannot be ruled out, our search strategy indeed included the term evaluation, meaning that all of the studies identified in the search included this term in their titles, abstracts, or keywords. Thus, the scoping review can systematically collate the information about the evaluation of DIs for PA promotion from other reviews to identify any evidence gaps that could be addressed in future reviews of primary studies. In general, our experiences so far highlight the need for high-quality documentation and the reporting of definitions in this relatively new and dynamically developing field.

**Conclusions**

Interventions for PA promotion supported by digital technologies require evaluation to ensure their efficacy in real-world settings. Our scoping review is needed because it addresses novel objectives that focus on such evaluations and are not answered in the published reviews identified in our search. The evaluation strategies addressing DIs for PA promotion will be mapped to synthesize the results that have been reported in published reviews so far.
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Abstract

Background: Cannabis use has increased in Canada since its legalization in 2018, including among pregnant women who may be motivated to use cannabis to reduce symptoms of nausea and vomiting. However, a growing body of research suggests that cannabis use during pregnancy may harm the developing fetus. As a result, patients increasingly seek medical advice from online sources, but these platforms may also spread anecdotal descriptions or misinformation. Given the possible disconnect between online messaging and evidence-based research about the effects of cannabis use during pregnancy, there is a potential for advice taken from social media to affect the health of mothers and their babies.

Objective: This study aims to quantify the volume and tone of English language posts related to cannabis use in pregnancy from January 2012 to December 2021.

Methods: Modeling published frameworks for scoping reviews, we will collect publicly available posts from Twitter that mention cannabis use during pregnancy and use the Twitter Application Programming Interface for Academic Research to extract data from tweets, including public metrics such as the number of likes, retweets, and quotes, as well as health effect mentions, sentiment, location, and users’ interests. These data will be used to quantify how cannabis use during pregnancy is discussed on Twitter and to build a qualitative profile of supportive and opposing posters.

Results: The CHEO Research Ethics Board reviewed our project and granted an exemption in May 2021. As of December 2021, we have gained approval to use the Twitter Application Programming Interface for Academic Research and have developed a preliminary search strategy that returns over 3 million unique tweets posted between 2012 and 2021.

Conclusions: Understanding how Twitter is being used to discuss cannabis use during pregnancy will help public health agencies and health care providers assess the messaging patients may be receiving and develop communication strategies to counter misinformation, especially in geographical regions where legalization is recent or imminent. Most importantly, we foresee that our findings will assist expecting families in making informed choices about where they choose to access advice about using cannabis during pregnancy.

Trial Registration: Open Science Framework 10.17605/OSF.IO/BW8DA; www.osf.io/6fb2e

International Registered Report Identifier (IRRID): PRR1-10.2196/34421
cannabis; pregnancy; health information; social media; Twitter

Introduction

Recreational cannabis use has increased in Canada since its legalization in 2018, including among pregnant women [1]. Reductions in the perceived harms of cannabis use may occur around legalization, and as a result, pregnant women or individuals may find the activity to be low risk [2]. Cannabis and its derivative products are often marketed online as safe [3]. Certain groups and dispensaries may even promote the use of cannabis products during pregnancy for their antinausea and antiemetic effects [4,5]. Expecting mothers may also use the drug to stimulate appetite or treat depression, motivated by the perception that cannabis is natural and thus preferable to prescription medications [6]. However, a growing body of research suggests that cannabis and derivative products during pregnancy may harm the developing fetus. Cannabinoids readily cross the placenta and interfere with the endogenous cannabinoid system, a cell-signaling network that assists in neurodevelopment [7]. Consequently, maternal cannabis use has been associated with fetal growth restriction, higher rates of childhood affective disorders, and a greater incidence of learning disability and autism spectrum disorders among offspring [8-10].

Pregnant patients increasingly seek medical and health advice on online platforms, especially for emerging topics like cannabis use [11,12]. Although medical professionals and research groups may use these avenues to promote research findings, other Twitter users may use social media to promote commercial interests, share anecdotal stories, or spread misinformation [13-15]. For example, a 2019 study by Ishida et al [16] found that those who primarily rely on social media for their health information were 31% more likely than others to endorse the claim that cannabis use during pregnancy is safe and 56% more likely to endorse any form of misinformation about cannabis.

Given the possible disconnect between online messaging and evidence-based research about the effects of cannabis use during pregnancy, there is the possibility that advice taken from social media could have inaccuracies that may affect the health of mothers and their babies. Here, we propose a systematic search of Twitter to quantify the volume and tone of posts on the forum related to cannabis use in pregnancy. Twitter is a global platform, and our findings may have relevance in Canada, the United States, and other jurisdictions where access and availability to cannabis are increasing due to legalization. We will assess regional correlations in these data to determine if changes in the legalization of nonmedical cannabis affect online messaging of its use during pregnancy in Canada and states in the United States that have legalized recreational cannabis.

Methods

Overview

With reference to Arksey and O’Malley’s [17] framework for scoping reviews, we will synthesize publicly available posts from Twitter to determine how cannabis use during pregnancy is being discussed on the platform [17]. The steps, as outlined by this framework and adapted for a Twitter-based analysis, will be:

- Identifying the research question
- Identifying relevant Twitter posts
- Selecting eligible Twitter posts
- Charting the data
- Collating, summarizing, and reporting the results

Step 1: Identifying the Research Question

How is cannabis use during pregnancy discussed on Twitter regarding the volume, tone, content, and authors/users?

Step 2: Identifying Relevant Twitter Posts

Our search strategy will follow an iterative approach according to our population, concept, and context of interest (Textbox 1). We will first use Twitter’s native search function to conduct a preliminary scan of English language tweets about cannabis use during pregnancy and assemble a list of commonly used keywords and hashtags based on our findings. We will then refine our list to capture the breadth of online discussion while excluding mimicker terms (eg, non–drug-related uses of the word “high”). Finally, our search strategy will include a list of terms for pregnancy combined with terms for cannabis to search the Twitter Application Programming Interface (API; Textbox 2), for example, (pregnancy OR pregnant OR prenatal) AND (cannabis OR weed OR pot OR marijuana), with the final search strategy to be developed following preliminary findings. We will use the Twitter API for Academic Research for data collection. We will perform a full archive search of all English language tweets containing the keywords of interest posted from January 2012, when Colorado became the first English-speaking jurisdiction to legalize cannabis, to December 2021 [20].

<table>
<thead>
<tr>
<th>Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter posts containing information relevant to pregnancy or pregnant individuals</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Concept</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discussion or mention of cannabis use in relation to pregnancy or the developing fetus</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>All English language Twitter posts (tweets) made from January 2012 to December 2021. Geographical analyses will be restricted to Canada and states in the United States where recreational cannabis use is legal.</td>
</tr>
</tbody>
</table>

Textbox 2. List of keywords related to cannabis use in pregnancy used to search the Twitter Application Programming Interface.

<table>
<thead>
<tr>
<th>Pregnancy related</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pregnancy, pregnant, baby, fetus, fetal, prenatal, perinatal, womb, preggo, &quot;pregnant life,” “baby bump,” &quot;mom to be,” “mommy to be,” “baby on the way,” “preggers,” “pregnant af”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cannabis related</th>
</tr>
</thead>
</table>

Step 3: Selecting Eligible Twitter Posts

Following the Twitter Archive search, we will preprocess the corpora to filter out content unrelated to cannabis use during pregnancy. Additionally, we will remove bot accounts [21], and tweets without geotags will be further analyzed to infer a location from their authors’ profile [22,23] (Figure 1). We will filter out all tweets containing our keywords but that are unrelated to the consumption of cannabis during pregnancy via a symmetric semantic search using Sentence Bidirectional Encoder Representations from Transformers (BERT) [24]. This search assigns a score to each tweet for each given query (Textbox 3). The higher the score, the more semantically close the tweet is to the query. Tweets with a score lower than, for example, 0.6 for all queries are discarded since they are likely unrelated. The cutoff value of 0.6 was selected here for illustrative purposes. In the final analysis, we will tune this parameter and select the score that gives optimal classification results. We will also perform a topical context analysis to provide meaning and classify tweets by performing a semantic community detection using Sentence BERT [24]. We will use the “Fast clustering” algorithm together with “all-MiniLM-L6-v2” a pretrained sentence-transformer model for large-scale data sets [25]. In this model, we will set the minimum size of communities (or clusters) to 10 and a threshold similarity of 0.6. In other words, clusters will contain at least 10 tweets, and the similarity between tweets of the same cluster will be at least 60%. We will further classify related tweets into broad categories related to cannabis during pregnancy and medical cannabis or cannabis and youth, or legalization of cannabis. In addition, we will classify tweets related to cannabis during pregnancy into commercial, anecdotal/conversational/babble, misinformation, memes, and research studies.

Note, that most irrelevant tweets are pruned out by Sentence BERT in the preprocessing phase (Figure 1). We will evaluate the accuracy of this filtering by randomly sampling both types of tweets and label them as relevant or irrelevant by three independent reviewers and report precision and recall based on majority voting. Similarly, in the clustering phase, we will revise the inferred clusters and merge (if necessary) those that might be related to the same topical context.
**Textbox 3.** Queries passed to the symmetric semantic search of Sentence Bidirectional Encoder Representations from Transformers.

**Queries**
- Cannabis during pregnancy
- Kids, children, and youth smoking cannabis
- Smoking cannabis while pregnant
- Medical cannabis for people
- The effects of cannabis on pregnant women
- Legalization of cannabis
- Smoking or consuming drugs during pregnancy

**Step 4: Charting the Data**

Data charting will include an automated analysis of all tweets returned by our search. A manual analysis will then be conducted on the smaller subset of tweets included during the process outlined in Step 2.

Using the Twitter API for Academic Research [26], we will collect the timestamp of each returned tweet and analyze its text for sentiment (positive or negative) by integrating with the Natural Language Toolkit in Python and other techniques such as latent Dirichlet allocation [27], Sentence BERT [24], or recurrent neural networks [28]. We will also analyze the number and types of health effects mentioned in association with cannabis use in pregnancy and will extract location data when available from each tweet, either from geotagged tweets or from the location associated with the user’s profile [29].

Three independent reviewers will manually review the smaller subset of randomly sampled tweets. We will verify the number of favorites and retweets each tweet has received against the automatic data collection via the API. We will use publicly available user lists to determine the category of organization or individual user that posted the tweet (government or public health agency, obstetrical society/network, university, hospital, news outlet, cannabis industry source, or other individual) [30], and we will manually (via majority voting from three reviewers) assign a category for organizations not appearing on the user lists. Finally, we will assess if the tweet mentions positive or adverse health effects on mothers or developing fetus/infants, and the specific health effects mentioned. For each tweet, data will be extracted by one reviewer and validated by a second reviewer. A third independent reviewer will resolve discrepancies if they arise.

Separately, we will also extract CENSUS or population-level data on birth rates and maternal and infant mortality rates across the study period in Canada and the United States. It has been shown that Twitter is a good proxy to infer health-related statistics, including teenage birth rates [31]. Thus, we want to verify whether certain geographical areas with certain CENSUS characteristics behave similarly with respect to their opinions on cannabis use during pregnancy. These vital statistics data will be sourced from Statistics Canada and the Centers for Disease Control and Prevention in the United States [32,33].

**Figure 1.** Overview of the proposed data collection methodology, preprocessing, and analytical process for tweets about cannabis use during pregnancy. SBERT: Sentence Bidirectional Encoder Representations from Transformers.
Step 5: Collating, Summarizing, and Reporting the Results

We will first report the total number of tweets returned over the search period and temporal trends in the number of tweets posted over the study period. Next, the number of tweets sampled in the automated and manual analyses will be reported. From the automated analysis, we will report the number and percentage of the returned posts that discuss cannabis use during pregnancy positively or negatively as determined by our sentiment analysis. Subsequently, we will calculate the standardized mean difference in the number of favorites and retweets received by positive and negative tweets, and to compute the odds (ratio) that positive posts originate from each category of organization or individual and mention health effects. We will further calculate the number of times each health effect was mentioned as a percentage of the total health effect mentions. These statistics will be presented in tabular form.

The location-based component of our analysis will be restricted to tweets that offer location data and originate from Canada and legal states within the United States, as these are the only English-speaking regions that have legalized the sale of nonmedical cannabis. If any regions (eg, New Zealand or the United Kingdom) legalize cannabis before our analysis is conducted, this restriction will be changed to include them. We will match location data from these jurisdictions to the timestamp for each tweet to calculate the proportion of tweets originating from our predefined geographical regions for each week of the search period. Next, we will visualize each region on a line graph that plots time versus the volume of posts with a marker to indicate when that region legalized cannabis. A line graph that plots time versus percentage of positive posts will be plotted using the same process. We will then use a repeated cross-sectional design to analyze the correlation of these data with population-level vital statistics data and determine if trends in cannabis messaging on Twitter correlate with birth rates and maternal and infant mortality rates.

In addition to these numerical analyses, we will develop qualitative profiles of influential accounts. These profiles will include elements such as the user’s background (eg, political leaning, socioeconomic status, or education/interests); their Twitter following; whether Twitter has verified their account as “authentic, notable, and active” [34]; and how they contribute to the discussion about cannabis use during pregnancy on the platform. Comparisons and contrasts will be drawn between the typical supportive and opposing posters based on these elements.

Ethics and Dissemination

This study was exempted from ethics review on the basis that it will collect and synthesize publicly available data. Therefore, the research does not require ethical approval.

Results

Using our data collection method, combing the search_all_tweets function from Tweepy [35] together with the Twitter API for Academic Research, we collected 2,000,000 tweets and 1,000,000 retweets that are potentially related to cannabis use during pregnancy. These results cover all English language tweets posted from January 1, 2012, to December 31, 2021 (10 years), that include both pregnancy- and cannabis-related keywords. Of the 3,000,000 unique tweets, only 4.3% of them are geotagged (Figure 2). Note that these tweets are concentrated mainly in English-speaking cities or countries. This finding is expected since our search explicitly requested English tweets. Figure 3 shows the frequency distribution of all 3,000,000 tweets per day since 2012. Colorado was the first English-speaking jurisdiction to legalize cannabis in 2012, and Canada legalized cannabis in 2018. Our Twitter search includes 47 distinct keywords; we plotted the number of times each keyword appears in our corpora (Table 1).

Figure 2. Geographic distribution of geotagged tweets containing pregnancy and cannabis-related keywords posted between January 1, 2012, to December 31, 2021.
Figure 3. Number of tweets per day related to cannabis in pregnancy, January 1, 2012, to December 31, 2021.

Table 1. Frequency of cannabis-related keywords identified in tweets posted between January 1, 2012, to December 31, 2021.

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>weed</td>
<td>1,047,115</td>
</tr>
<tr>
<td>dope</td>
<td>688,153</td>
</tr>
<tr>
<td>blunt</td>
<td>556,865</td>
</tr>
<tr>
<td>pot</td>
<td>399,444</td>
</tr>
<tr>
<td>keef</td>
<td>356,605</td>
</tr>
<tr>
<td>marijuana</td>
<td>183,409</td>
</tr>
<tr>
<td>bud</td>
<td>161,328</td>
</tr>
<tr>
<td>bong</td>
<td>116,876</td>
</tr>
<tr>
<td>kush</td>
<td>99,916</td>
</tr>
<tr>
<td>thc</td>
<td>44,970</td>
</tr>
<tr>
<td>hash</td>
<td>44,906</td>
</tr>
<tr>
<td>cbu</td>
<td>39,287</td>
</tr>
<tr>
<td>ecstasy</td>
<td>33,989</td>
</tr>
<tr>
<td>hemp</td>
<td>28,514</td>
</tr>
<tr>
<td>purp</td>
<td>25,353</td>
</tr>
<tr>
<td>ganja</td>
<td>24,641</td>
</tr>
<tr>
<td>indica</td>
<td>8447</td>
</tr>
<tr>
<td>reefer</td>
<td>6125</td>
</tr>
<tr>
<td>opiate</td>
<td>4102</td>
</tr>
<tr>
<td>kief</td>
<td>3092</td>
</tr>
<tr>
<td>mdma</td>
<td>2459</td>
</tr>
<tr>
<td>mmj</td>
<td>1386</td>
</tr>
<tr>
<td>budder</td>
<td>643</td>
</tr>
<tr>
<td>marihuana</td>
<td>637</td>
</tr>
<tr>
<td>cannamom</td>
<td>40</td>
</tr>
<tr>
<td>medicalmarijuana</td>
<td>13</td>
</tr>
</tbody>
</table>

The semantic community detection algorithm detected 220 clusters within the 3,000,000 tweets from our corpora. We manually inspected the top 5 and bottom 5 tweets of each cluster and assigned an appropriate label that best described the topical context of those tweets. For example, we found 9 topical clusters related to cannabis use during pregnancy (Figure 4). A sample of paraphrased tweets from one identified cluster, “Cannabis exposure on infants,” is shown (Table 2).

We expect to conclude this study in December 2022.
Figure 4. Topical contexts (clusters) identified from tweets collected about cannabis use during pregnancy.

<table>
<thead>
<tr>
<th>No.</th>
<th>Paraphrased tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>random THC found in baby soap</td>
</tr>
<tr>
<td>2</td>
<td>newborns test positive marijuana from baby soap</td>
</tr>
<tr>
<td>3</td>
<td>marijuana in newborns from baby soap are false positives.</td>
</tr>
<tr>
<td>45</td>
<td>Baby you only do THC, you need help.</td>
</tr>
<tr>
<td>46</td>
<td>pediatric doctor advises passing THC via placenta and breast feeding (previously thought to damage baby brain)</td>
</tr>
<tr>
<td>47</td>
<td>expert on THC exposure during pregnancy is Dr. X at Clinic Y.</td>
</tr>
</tbody>
</table>

*Italicized words represent our set of query keywords.*

**Discussion**

**Preliminary Findings**

This study will infer how cannabis use in pregnancy is portrayed on Twitter, the content and origin of supportive posts, and how legal status changes influence the volume and tone of posts related to cannabis in pregnancy. Our findings will help inform policy strategies to public health agencies, care providers, and other stakeholders. Moreover, they will suggest future avenues for research. Our preliminary findings suggest that this work is feasible and that we have identified a sufficiently robust corpus of tweets for more detailed analyses.

**Limitations and Future Work**

Twitter is an extensive online platform to share news and opinions [36]. However, it is not representative of the whole population [37]. A 2016 survey found that only 21% of Americans use Twitter [38]. Users are, on average, younger and better educated than nonusers, and they are more liberal and pay more attention to politics [37]. However, a recent study [39] has shown that young adults (25–44 years) that were active on an abortion debate on Twitter were well represented compared to the 2017 CENSUS representation in Chile. While this age range overlaps with the women’s reproductive age (15–44 years), birth rates decreased for females aged 15 to 34 years, increased for females aged 35 to 44 years, and were unchanged for females aged 10 to 14 years and 45 to 49 years from 2018 to 2019 in the United States [40].

Besides Twitter, there are several online platforms used to share opinions, for instance, Facebook, Reddit, and Quora. To the best of our knowledge, only Facebook has been used to study people’s opinions on cannabis [41] and during pregnancy [42]. However, in these studies, authors run surveys by targeting people via Facebook ads (ie, findings are based on answers to questionnaires) and did not analyze free-text opinions. Here, we opt to use Twitter data since it has been shown that there is rich content to study health-related issues [20,43], including opinions on the use of cannabis during pregnancy [44–46]. Besides, Twitter is one of the largest social media platforms allowing discussions and debates with 187,000,000 daily users [47].

Future research may focus on other platforms to study how people discuss cannabis use during pregnancy and verify whether all these users combined can make a better representation of their offline population.

**Conclusions**

We will submit the final results of our review for publication in a peer-reviewed journal, present at academic conferences,
and share through publicly available streams such as the professional and institutional social media accounts and webpages associated with the research team. The results will provide insight into how frequently and in what context Twitter is being used to discuss cannabis use during pregnancy. We anticipate that this knowledge will help public health agencies and health care providers assess the messaging patients may be receiving on Twitter and develop communication strategies to counter misinformation, especially in geographical regions where legalization is recent or imminent. Most importantly, we foresee that our findings will assist expecting families in making informed choices about where they choose to access advice about using cannabis during pregnancy.
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Abstract

Background: Rapid developments and implementation of digital technologies in public health domains throughout the last decades have changed the landscape of health delivery and disease prevention globally. A growing number of countries are introducing interventions such as online consultations, electronic health records, or telemedicine to their health systems to improve their populations’ health and improve access to health care. Despite multiple definitions for digital public health and the development of different digital interventions, no study has analyzed whether the utilized technologies fit the definition or the core characteristics of digital public health interventions. A scoping review is therefore needed to explore the extent of the literature on this topic.

Objective: The main aim of this scoping review is to outline real-world digital public health interventions on all levels of health care, prevention, and health. The second objective will be the mapping of reported intervention characteristics. These will include non-technical elements and the technical features of an intervention.

Methods: We searched for relevant literature in the following databases: PubMed, Web of Science, CENTRAL (Cochrane Central Register of Controlled Trials), IEEE (Institute of Electrical and Electronics Engineers) Xplore, and the Association for Computing Machinery (ACM) Full-Text Collection. All original study types (observational studies, experimental trials, qualitative studies, and health-economic analyses), as well as governmental reports, books, book chapters, or peer-reviewed full-text conference papers were included when the evaluation and description of a digital health intervention was the primary intervention component. Two authors screened the articles independently in three stages (title, abstract, and full text). Two independent authors will also perform the data charting. We will report our results following the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews) checklist.

Results: An additional systematic search in IEEE Xplore and ACM, performed on December 1, 2021, identified another 491 titles. We identified a total of 13,869 papers after deduplication. As of March 2022, the abstract screening state is complete, and we are in the state of screening the 1417 selected full texts for final inclusion. We estimate completing the review in April 2022.

Conclusions: To our knowledge, this will be the first scoping review to fill the theoretical definitions of digital public health with concrete interventions and their characteristics. Our scoping review will display the landscape of worldwide existing digital public health interventions that use information and communication technologies. The results of this review will be published in a peer-reviewed journal in early 2022, which can serve as a blueprint for the development of future digital public health interventions.

International Registered Report Identifier (IRRID): DERR1-10.2196/33404
Introduction

Background

The potential of digital technology for improving the health of individuals, communities, and populations is unprecedented. Technological advancements empower individuals to engage in self-management and well-being [1]. There is also the unparalleled opportunity of digital technologies to transform the prevention [2], health promotion [3,4], health monitoring [5], health management [6,7], health equity [8], and surveillance for public health disasters [9-11].

Digital technologies for health are intrinsically interdisciplinary, including computer science, engineering, information science, clinical medicine, epidemiology, and public health [12,13]. Although these disciplines are involved at various stages, from the development process to the implementation of digital technologies, a shared understanding of key terms within the field of digitalization in health is still missing. More importantly, to develop, implement, integrate, and evaluate needs-based digital public health interventions (DiPHIs), a clear and mutual understanding of the specific properties of digital health technologies for public health purposes is required [14].

Definition of Digital Public Health

For this review, we will define digital public health following the understanding of the European Public Health Association as the use of digital technologies or tools to achieve public health goals. Therefore, digital public health is not a new discipline but rather represents the digitalization of public health [15]. Following the definition of Winslow [16], public health aims at “preventing disease, prolonging life, and promoting physical [and mental] health and efficiency through organized community efforts.” These include health education, organizing health care (both medical and nursing services), or controlling infections on a community level (or on a global level as evident during the COVID-19 pandemic) from an individual to a community, national, or international level [16,17]. Although the definition provided by Winslow is over 100 years old, it is still the most referred to definition of public health. For instance, the World Health Organization still uses this definition with respect to essential public health functions. These functions place public health as the primary discipline in health governance (eg, planning of health services), financing health interventions and services, health information systems (eg, surveillance systems), health communication, universal health coverage, health education, or health regulations to protect and ensure the health of vulnerable groups [18].

This importance of the given definition of public health makes it suitable for our understanding of digital public health as the digitalization of Winslow’s definition. According to the ongoing importance of Winslow’s description in essential public health functions, we define DiPHIs as interventions that address “at least one essential public health function through digital means” [19]. Similar to public health interventions, DiPHIs aim to strengthen the population’s health from the individual to the community and national levels. To achieve this, DiPHIs, similar to interventions for digital health, eHealth, or mobile health (mHealth), use information and communication technologies (ICTs) [12,20]. ICTs include the use of radio, television, smartphones, hardware, and software for computers and satellites for communication purposes. eHealth is defined as the use of ICT for health purposes, whereas the focus lies on delivering health services and not on health promotion itself [21,22]. mHealth is understood as using wireless and mobile technology to improve health [21]. The main difference between digital public health and digital health (including eHealth and mHealth) is that the former solely targets individuals’ health, whereas digital public health targets groups of people and communities [14]. With the combination of public health goals (defined as the above-mentioned essential public health functions [18]) and ICT application, DiPHIs can monitor public health outcomes and disasters (as seen in tracking apps for the COVID-19 pandemic) [23]. In the best case, DiPHIs follow an evidence- and needs-based approach with a participatory user-targeted development design to improve the acceptance of the intervention within the population [12,14,19,24,25]. We expect that the described interventions of our finally chosen papers will target one of the health areas listed in Figure 1. Nevertheless, we will likely identify other DiPHIs throughout the review process and update this first proposed landscape of interventions in digital public health.
### Study Aim and Objective

This scoping review aims to serve as a blueprint for future DiPHIs to support countries in adapting digital public health to their health system. To fulfill this aim, the main objective is to outline real-world DiPHIs on all levels of health care (primary, secondary, and tertiary health care), prevention, and health promotion based on our predefined definition of a DiPHI. The second objective will be to map reported intervention characteristics of existing real-world DiPHIs.

For this scoping review, intervention characteristics will include the nontechnical elements (eg, the target group or the addressed level of health care) and the technical features of an intervention (eg, data exchange between health providers). Our review will not provide a detailed analysis of the cost-effectiveness of DiPHIs, their influence on health outcomes, the facilitators or barriers for implementation, or adaptation of interventions, as DiPHIs overall are too heterogeneous to be summarized within one literature review [26,27].

### Methods

#### Inclusion Criteria

#### Overview

The inclusion criteria follow the PIOS (Participants, Intervention, Outcome, and Study design) format. The inclusion and exclusion criteria are summarized in Table 1 and described in detail below.
We will include studies that examined specific interventions by the ministry of defense), (2) prisons and inmates (for which health insurance; the intervention uses the internet and/or Bluetooth to facilitate health care, allows communication between providers or patients, promotes its users’ health, reuses the collected data for public health research, or enables digital surveillance of public health disasters.

Our review will include all participants in terms of age, gender, ethnicity, morbidity, education level, staff role, and occupation. We will include studies that examined specific interventions among health care providers (eg, physicians, nurses, or therapists) and studies that analyzed the use of interventions by laypersons (people with a profession outside medicine or health care or with no profession).

### Interventions/Technologies

Following our definition of a DiPHI, we will include studies describing digital health interventions that use the internet (eg, mobile devices such as smartphones, sensors, or wearables with WiFi; computer-based solutions that use cellular services; cloud systems to store/allocate health data; or wireless medical devices) and/or Bluetooth (eg, mobile devices such as smartphones, sensors, or wearables) to address at least one essential public health function (1) facilitate health care, (2) allow for communication between providers or patients, (3) promote one’s health, (4) collect data in a way that enables their secondary use in public health research, or (5) allow for digital surveillance of public health disasters.

We will exclude every digital health intervention that does not address one of the five inclusion criteria listed above as they are not deemed to represent digital public health based on our definition.

To be included, studies should not exclusively focus on individuals (as is the case for digital health interventions) but should also focus on groups of people (eg, communities). They will also have to report on the DiPHI as the main object of research and offer a description of the intervention/technology. Such examples include studies explaining the implementation of a national digital surveillance system in a country or the social acceptance of online consultations in a public health system.

Studies that use a DiPHI only for secondary data analysis but do not have the DiPHI as the main object of research will also...
be omitted. Examples of such papers are studies mainly interested in measuring obesity in a community and only use electronic health records (EHRs) as a data source without going into detail on the records themselves. Therefore, the EHR in such study types would not be seen as an intervention for the sake of this scoping review. We will also exclude studies that offer no precise details on the modules of the intervention or its implementation process, such as studies that only give a brief overview of telemedicine opportunities in general without a concrete adaptation case. We will further exclude studies that evaluate or present interventions for the private market, for which individuals will have to buy without the option of a refund from their public health system (eg, privately bought wearables or apps that are not provided/refunded by a public health institution, insurance, or the government). Interventions that do not use the internet or Bluetooth (eg, a regular phone call for remote counseling or SMS as text reminder interventions) will be excluded. Technologies that focus solely on background management processes (eg, hospital management systems) are not considered to be DiPHIs and are therefore not included.

**Outcome Measures**

To answer our research questions, we will map the description of DiPHIs and their characteristics presented in the selected papers. These elements will be clustered to form an overview of specific modules for DiPHIs.

**Study Designs**

The scoping review will include all suitable published papers to gather information on all digital tools classified as DiPHIs. This includes all peer-reviewed original studies (observational studies, experimental trials, qualitative studies, and health-economic analyses), governmental reports, books, book chapters, or peer-reviewed conference papers that have the evaluation and description of a digital health intervention as their primary intervention component.

We will exclude study protocols, editorials, and commentaries based on their limited containment of an intervention description and concrete original study results. Further, we will exclude review study types such as narrative, scoping, and systematic reviews and meta-analyses to avoid duplications. We will also exclude conference proceedings and not peer-reviewed publications (original studies and conference papers). Lastly, publications will be excluded in the screening process if the described intervention does not match our definition of digital public health.

**Literature Search**

We will use a two-part search strategy to identify publications that meet our inclusion criteria. For the first part, we searched three electronic bibliographic databases for published work on February 19, 2021, using a comprehensive search strategy for possible DiPHIs: PubMed, CENTRAL (Cochrane Central Register of Controlled Trials), and Web of Science (see Figure 2, left box in the identification phase). We added two databases, IEEE (Institute of Electrical and Electronics Engineers) Xplore and the Association for Computing Machinery (ACM) Full-Text Collection, to the systematic search to identify more publications from computer science. Both databases were searched on December 1, 2021 (see Figure 2, middle box in the identification phase). All five search strategies are based on the PubMed search string but have been adapted to consider differences in the vocabulary used by the database (Medical Subject Heading [MeSH] terms) and its syntax specifications. To ensure that the systematic search results are not outdated by the time of data extraction, we set up alerts for all databases about new publications on the topic of interest. We will include all alerts that fit our inclusion criteria and that appeared until the start of the full-text screening. For the second part of our search strategy, we will manually screen the reference lists of studies included in the scoping review (see Figure 2, right box in the identification phase). This will ensure that relevant studies are not overlooked.
Figure 2. Flow chart of the search and screening process. ACM: Association for Computing Machinery; CENTRAL: Cochrane Central Register of Controlled Trials; IEEE: Institute of Electrical and Electronics Engineers.

The search strategy for each database consists of three pillars, each combined with “AND.” Individual terms within the bodies are connected with “OR.” The first pillar includes terms related to digital health and the second contains different health care and prevention levels. The third pillar finally lists search terms to describe the organizational level of interventions (see Figure 3 for the short version and see Multimedia Appendix 1 for the extended version for all five databases). We decided against naming concrete interventions such as EHR, mHealth apps, or electronic prescriptions to reduce the risk of confirmation bias.

For PubMed and CENTRAL, the search bodies also included MeSH terms to identify publications listed within those categories. All search terms will be limited to title, abstract, and keywords. There will be no use of additional filters such as language, geographical, or year of publication restrictions. Exclusion of publications due to another language will be made during full-text screening. Our scoping review will not have any unpublished paper or grey literature.

Identified studies will be screened independently by two authors (LM and MF). Following the aforementioned inclusion criteria, we will separate the screening process into title screening, abstract screening, and full-text screening. In case of disagreements over the eligibility of specific papers, the two screening authors (LM and MF) will discuss whether or not to include a publication for each of the three stages of the screening process (title, abstract, and full-text screening). If the disagreement cannot be resolved through discussion, the third author (CCP) will have the final decision on the eligibility of the publication. We will calculate the Cohen κ value for each step of a screening process to illustrate the agreement between the two screening authors (LM and MF).
Data Extraction

Following quality assessment, we will extract data from the included studies. Two review authors (LM and CCP) will independently extract data in a Microsoft Excel 2019 sheet. These data will contain information on: (1) participants, including recruitment, study completion rates, study population, and participant demographics (age, gender, insurance status, race, ethnicity, education level, income, geography, and language); (2) intervention, including a description of the intervention, target group, use case, addressed level of prevention/health care, geographical level of intervention (local, regional, national), and core function/modules of the intervention; (3) outcomes, including indicators of user acceptability, indicators of health economic evaluation, and other outcomes and indicators; and (4) setting, including the country, year of publication, publication type, study methodology, and year of data collection.

We will request missing data from the authors of our included studies via email. We will resolve any discrepancies through discussion with the third author, MF.

Synthesis of Results

All included studies will be summarized in a narrative synthesis. We will group all included papers in a table according to the described intervention type (see Figure 1). Based on the interventions’ descriptions, we will map out each intervention type’s characteristics and technological functions. As an example, many countries offer an EHR system at the national level. However, most of them have a different understanding of EHRs (which makes empirical research on this issue complicated). Our scoping review will therefore extract characteristics of the EHR from one publication (reporting on a whole country or a state/region within a county) and compare those with the attributes of an EHR from a different report (country, state, region). This approach will result in overlaps of characteristics, which can be defined as core characteristics if the majority of all EHRs share this attribute. Some EHRs might have features that none or only a few others have. These can be defined as “added characteristics.” To display common functions within each intervention type, we will create a table with all mentioned characteristics and rank each intervention based on how many features it includes (see Table 2).
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We provide an extensive report of the literature about worldwide reporting standards [29]. This scoping review of DiPHIs will be published in peer-reviewed journals and conferences based on the identified outcomes.

For each intervention type, we will analyze the following: the country setting by income level according to the World Bank [28], level of prevention and health care (primary, secondary, or tertiary prevention), target group (e.g., medical provider, health insurance, researchers, or general population), and use case (e.g., communication facilitator, health education, tracking, tracing, surveillance, or self-management of chronic disease).

We will further analyze differences between locally implemented interventions and national digital public health policies for the same intervention group. The clusters for categorization of the interventions’ features will be developed during data extraction based on our research evidence. This approach is used mainly in qualitative research. Based on the aim of our scoping review, we decided against predefined clusters for categorization as these would require predefined descriptions of intervention characteristics, which we want to explore with this review.

**Results**

The systematic search in the three databases, Web of Science, CENTRAL, and PubMed, was performed on February 19, 2021, and produced 18,363 results. A total of 13,383 papers were included in the review after deduplication. Of these, 2962 titles were included for abstract screening. We performed an additional systematic search in the IEEE Xplore and ACM Full-Text Collection databases on December 1, 2021, which identified another 491 titles, 38 of which were included for abstract screening. In addition, 22 abstracts from the second search were included for full-text screening. In total, we have included 1417 publications for full-text screening and expect to complete this scoping review in April 2022. The results will be published in peer-reviewed journals and conferences based on the identified outcomes.

**Discussion**

**General Aims and Significance**

This paper presents the protocol for a scoping review following the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews) reporting standards [29]. This scoping review of DiPHIs will provide an extensive report of the literature about worldwide existing DiPHIs that take advantage of ICT. To our knowledge, no review has been conducted with the broad scope proposed here. We will show what characteristics they have in common and the areas they cover from a population-health level. This information will be useful as a blueprint for future DiPHI development to support countries in adapting digital public health to all areas of their health system.

**Strengths**

The chosen method of a scoping review is an effective technique for mapping comprehensive and interdisciplinary topics such as digital public health. The search is performed in the three largest databases for digital public health topics (i.e., PubMed, CENTRAL, and the Web of Science) and the two largest databases for computer science (IEEE Xplore and ACM Full-Text Collection), which reduces the risk of missed articles. Two researchers (LM and MF) will systematically and independently select the studies that fit the inclusion criteria. The third author (CCP) will settle disagreements to ensure the reliability of the results. Additionally, we explained our study identification process in detail, including inclusion criteria, to ensure reproducibility. The review will follow the PRISMA-ScR checklist that is specific for scoping reviews [29] to ensure the high level of quality and transparency of this study.

**Limitations**

One limitation of our scoping review is that we do not include study protocols, editorials, or commentaries. It is also worth mentioning that although we include research performed worldwide, our review is limited to publications in English, German, or Chinese. This could limit the completeness of the identified publications. Publications might also be missed as we will restrict the manual search to the reference lists of included studies. We will not assess the quality of the included literature in this review, which may lead to concerns about the accuracy of the literature and affect the generalizability and evidence of the results. However, as we are not assessing the outcome results of the selected studies but only examining their description of a DiPHI, the missing quality analysis is not relevant to our scoping review. The last limitation is that this review is not going to assess the impact of the implementation of DiPHIs in a health system, but will rather only provide an overview of existing technologies and their characteristics.
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**Table 2. Example table of core characteristics for a given intervention group based on electronic health records.**

<table>
<thead>
<tr>
<th>Study</th>
<th>Characteristic 1</th>
<th>Characteristic 2</th>
<th>Characteristic 3</th>
<th>Characteristic 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study 1</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td></td>
</tr>
<tr>
<td>Study 2</td>
<td></td>
<td>✓✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study 3</td>
<td></td>
<td></td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
</tbody>
</table>

---
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